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Abstract—The metaphor of technical debt was introduced to express the tradeoff between productivity and quality, i.e., when developers take shortcuts or perform quick hacks. More recently, our work has shown that it is possible to detect technical debt using source code comments (i.e., self-admitted technical debt), and that the most common types of self-admitted technical debt are design and requirement debt. However, all approaches thus far heavily depend on the manual classification of source code comments. In this paper, we present an approach to automatically identify design and requirement self-admitted technical debt using Natural Language Processing (NLP). We study 10 open source projects: Ant, ArgoUML, Columba, EMF, Hibernate, JEdit, JFreeChart, JMeter, JRuby and SQuirrel SQL and find that 1) we are able to accurately identify self-admitted technical debt, significantly outperforming the current state-of-the-art based on fixed keywords and phrases; 2) words related to sloppy code or mediocre source code quality are the best indicators of design debt, whereas words related to the need to complete a partially implemented requirement in the future are the best indicators of requirement debt; and 3) we can achieve 90% of the best classification performance, using as little as 23% of the comments for both design and requirement self-admitted technical debt, and 80% of the best performance, using as little as 9% and 5% of the comments for design and requirement self-admitted technical debt, respectively. The last finding shows that the proposed approach can achieve a good accuracy even with a relatively small training dataset.

Index Terms—Technical debt, Source code comments, Natural language processing, Empirical study.

1 INTRODUCTION

Developers often have to deal with conflicting goals that require software to be delivered quickly, with high quality, and on budget. In practice, achieving all of these goals at the same time can be challenging, causing a tradeoff to be made. Often, these tradeoffs lead developers to take shortcuts or use workarounds. Although such shortcuts help developers in meeting their short-term goals, they may have a negative impact in the long-term.

Technical debt is a metaphor coined to express suboptimal solutions that are taken in a software project in order to achieve some short-term goals [1]. Generally, these decisions allow the project to move faster in the short-term, but introduce an increased cost (i.e., debt) to maintain this software in the long run [2], [3]. Prior work has shown that technical debt is widespread in the software domain, is unavoidable, and can have a negative impact on the quality of the software [4].

Technical debt can be deliberately or inadvertently incurred [5]. Inadvertent technical debt is technical debt that is taken on unknowingly. One example of inadvertent technical debt is architectural decay or architectural drift. To date, the majority of the technical debt work has focused on inadvertent technical debt [6]. On the other hand, deliberate technical debt, is debt that is incurred by the developer with knowledge that it is being taken on. One example of such deliberate technical debt, is self-admitted technical debt, which is the focus of our paper.

Due to the importance of technical debt, a number of studies empirically examined technical debt and proposed techniques to enable its detection and management. Some of the approaches analyze the source code to detect technical debt, whereas other approaches leverage various techniques and artifacts, e.g., documentation and architecture reviews, to detect documentation debt, test debt or architecture debt (i.e., unexpected deviance from the initial architecture) [7], [8].

The main findings of prior work are three-fold. First, there are different types of technical debt, e.g., defect debt, design debt, testing debt, and that among them design debt has the highest impact [9], [10]. Second, static source code analysis helps in detecting technical debt, (i.e., code smells) [11], [12], [13]. Third, more recently, our work has shown that it is possible to identify technical debt through source comments, referred to as self-admitted technical debt [14], and that design and requirement debt are the most common types of self-admitted technical debt [15].

The recovery of technical debt through source code comments has two main advantages over traditional approaches based on source code analysis. First, it is more lightweight compared to source code analysis, since it does not require the construction of Abstract Syntax Trees or other more advanced source code representations. For instance, some code smell detectors that also provide refactoring recommendations to resolve the detected code smells [16], [17] generate computationally expensive program representa-
The advantages of the maximum entropy classifier to identify design and requirement self-admitted technical debt. Then, using the classified dataset we train a maximum entropy classifier automatically extracts the most important features (i.e., words) for each class (i.e., design self-admitted technical debt, requirement self-admitted technical debt, and without technical debt) based on a classified training dataset given as input. Second, the maximum entropy classifier, apart from finding features that contribute positively to the classification of a comment in a given class, also finds features that contribute negatively to the classification of a comment in a given class.

We perform a leave-one-out cross-project validation (i.e., we train on nine projects and test on one project). Our results show that we are able to achieve an average F1-measure of 0.620 when identifying design self-admitted technical debt, and an average F1-measure of 0.403 when identifying requirement self-admitted technical debt. We compare the performance of our approach to a simple (random) baseline and the state-of-the-art approach used to detect self-admitted technical debt [14]. Our results show that on average, we outperform the state-of-the-art by 2.3 times, when detecting design debt, and by 6 times when detecting requirement debt.

To better understand how developers express technical debt we analyze the 10 most prevalent words appearing within self-admitted technical debt comments. We find that the top design debt words are related to sloppy or mediocre source code. For example, words such as ‘hack’, ‘workaround’ and ‘yuck!’ are used to express design self-admitted technical debt. On the other hand, for requirement debt, words indicating the need to complete a partially implemented requirement are the best indicators. For example, words such as ‘todo’, ‘needed’ and ‘implementation’ are strong indicators of requirement debt.

Finally, to determine the most efficient way to apply our approach, we analyze the amount of training data necessary to effectively identify self-admitted technical debt. We find that training datasets using 23% of the available data can achieve a performance equivalent to 90% of the maximum F1-measure score for both design and requirement self-admitted technical debt. Similarly, 80% of the maximum F1-measure can be achieved using only 9% of the available data for design self-admitted technical debt, and 5% for requirement self-admitted technical debt.

The main contributions of our work are the following:

- We provide an automatic, NLP-based, approach to identify design and requirement self-admitted technical debt.
- We examine and report the words that best indicate design and requirement self-admitted technical debt.
- We show that using a small training set of comments, we are able to effectively detect design and requirement self-admitted technical debt.
- We make our dataset publicly available, so that others can advance work in the area of self-admitted technical debt [26].

The rest of the paper is organized as follows. Section 2 describes our approach. We setup our experiment and present our results in Section 3. We discuss the implications of our findings in Section 4. In Section 5 we present the
related work. Section 6 presents the threats to validity and Section 7 presents our conclusions and future work.

2 APPROACH

The main goal of our study is to automatically identify self-admitted technical debt through source code comments. To do that, we first extract the comments from ten open source projects. Second, we apply five filtering heuristics to remove comments that are irrelevant for the identification of self-admitted technical debt (e.g., license comments, commented source code and Javadoc comments). After that, we manually classify the remaining comments into the different types of self-admitted technical debt (i.e., design debt, requirement debt, defect debt, documentation debt and test debt). Lastly, we use these comments as training data for the maximum entropy classified and use the trained model to detect self-admitted technical debt from source code comments. Figure 1 shows an overview of our approach, and the following subsections detail each step.

2.1 Project Data Extraction

To perform our study, we need to analyze the source code comments of software projects. Therefore, we focused our study on ten open source projects: Ant is a build tool written in Java, ArgoUML is an UML modeling tool that includes support for all standard UML 1.4 diagrams, Columba is an email client that has a graphical interface with wizards and internationalization support, EMF is a modeling framework and code generation facility for building tools and other applications, Hibernate is a component providing Object Relational Mapping (ORM) support to applications and other components, JEdit is a text editor written in Java, JFreeChart is a chart library for the Java platform, JMeter is a Java application designed to load functional test behavior and measure performance, JRuby is a pure-Java implementation of the Ruby programming language and SQuirrel SQL is a graphical SQL client written in Java. We selected these projects since they belong to different application domains, are well commented, vary in size, and in the number of contributors.

Table 1 provides details about each of the projects used in our study. The columns of Table 1 present the release used, followed by the number of classes, the total source lines of code (SLOC), the number of contributors, the number of extracted comments, the number of comments analyzed after applying our filtering heuristics, and the number of comments that were classified as self-admitted technical debt together with the percentage of the total project comments that it represent. The final three columns show the percentage of self-admitted technical debt comments classified as design debt, requirement debt, and all other remaining types of debt (i.e., defect, documentation and test debt), respectively.

Since there are many different definitions for the SLOC metric we clarify that, in our study, a source line of code contains at least one valid character, which is not a blank space or a source code comment. In addition, we only use the Java files to calculate the SLOC, and to do so, we use the SLOCCount tool [27].

The number of contributors was extracted from OpenHub, an on-line community and public directory that offers analytics, search services and tools for open source software [28]. It is important to note that the number of comments shown for each project does not represent the number of commented lines, but rather the number of Single-line, Block and Javadoc comments. In total, we obtained 259,229 comments, found in 16,249 Java classes. The size of the selected projects varies between 81,307 and 228,191 SLOC, and the number of contributors of these projects ranges from 9 to 328.

2.2 Parse Source Code

After obtaining the source code of all projects, we extract the comments from the source code. We use JDeodorant [29], an open-source Eclipse plug-in, to parse the source code and extract the code comments. JDeodorant provides detailed information about the source code comments such as: their type (i.e., Block, Single-line, or Javadoc), their location (i.e., the lines where they start and end), and their context (i.e., the method/field/type declaration they belong to).

Due to these features, we adapted JDeodorant to extract the aforementioned information about source code comments and store it in a relational database to facilitate the processing of the data.

2.3 Filter Comments

Source code comments can be used for different purposes in a project, such as giving context, documenting, expressing thoughts, opinions and authorship, and in some cases, disabling source code from the program. Comments are used freely by developers and with limited formalities, if any at all. This informal environment allows developers to bring to light opinions, insights and even confessions (e.g., self-admitted technical debt).

As shown in prior work [15], part of these comments may discuss self-admitted technical debt, but not the majority of them. With that in mind, we develop and apply 5 filtering heuristics to narrow down the comments eliminating the ones that are less likely to be classified as self-admitted technical debt.

To do so, we developed a Java based tool that reads from the database the data obtained by parsing the source code. Next, it executes the filtering heuristics and stores the results back in the database. The retrieved data contains information like the line number that a class/comment starts/ends and the comment type, considering the Java syntax (i.e., Single-line, Block or Javadoc). With this information we process the filtering heuristics as described next.

License comments are not very likely to contain self-admitted technical debt, and are commonly added before the declaration of the class. We create a heuristic that removes comments that are placed before the class declaration. Since we know the line number that the class was declared we can easily check for comments that are placed before that line and remove them. In order to decrease the chances of removing a self-admitted technical debt comment while executing this filter we calibrated this heuristic to avoid removing comments that contain one of the predefined task annotations (i.e., “TODO:”, “FIXME:”, or “XXX:”)
reduced technical debt. For the Javadoc comments that do mention self-admitted technical debt, we notice that they usually contain one of the task annotations (i.e., "TODO:", "FIXME:", or "XXX:"). Therefore, our heuristic removes all comments of the Javadoc type, unless they contain at least one of the task annotations. To do so, we create a simple regular expression that searches for the task annotations before removing the comment.

The steps mentioned above significantly reduced the number of comments in our dataset and helped us focus on the most applicable and insightful comments. For example, in the Ant project, applying the above steps helped to reduce the number of comments from 21,587 to 4,137 resulting in a reduction of 80.83% in the number of comments to be manually analyzed. Using the filtering heuristics we were able to remove from 39.25% to 85.89% of all comments. Table 1 provides the number of comments kept after the filtering heuristics for each project.

### 2.4 Manual Classification

Our goal is to inspect each comment and label it with a suitable technical debt classification. Since there are many comments, we developed a Java based tool that shows one comment at a time and gives a list of possible classifications that can be manually assigned to the comment. The list of possible classifications is based on previous work by Alves et al. [9]. In their work, an ontology on technical debt terms was proposed, and they identified the following types of technical debt across the researched literature: architecture, build, code, defect, design, documentation, infrastructure, people, process, requirement, service, test automation and test debt. During the classification process, we notice that not all types of debt mentioned by Alves et al. [9] could be found in code comments. However, we were able to identify the following types of debt in the source comments:

- Design Debt
- Requirement Debt
- Other Debt

Table 1: Details of the Studied Projects

<table>
<thead>
<tr>
<th>Project</th>
<th>Release</th>
<th># of Classes</th>
<th>SLOC</th>
<th># of Contributors</th>
<th># of Comments</th>
<th># of Comments After Filtering</th>
<th># of TD Comments</th>
<th>% of Design Debt</th>
<th>% of Requirement Debt</th>
<th>% of Other Debt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ant</td>
<td>1.7.0</td>
<td>1,475</td>
<td>115,881</td>
<td>74</td>
<td>21,587</td>
<td>4,137</td>
<td>131 (0.60)</td>
<td>72.51</td>
<td>09.92</td>
<td>17.55</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.34</td>
<td>2,609</td>
<td>176,839</td>
<td>87</td>
<td>67,716</td>
<td>9,548</td>
<td>1,413 (2.08)</td>
<td>56.68</td>
<td>29.08</td>
<td>14.22</td>
</tr>
<tr>
<td>Columba</td>
<td>1.4</td>
<td>1,711</td>
<td>100,200</td>
<td>9</td>
<td>33,895</td>
<td>6,478</td>
<td>204 (0.60)</td>
<td>61.76</td>
<td>21.07</td>
<td>17.15</td>
</tr>
<tr>
<td>EMF</td>
<td>2.4.1</td>
<td>1,458</td>
<td>228,191</td>
<td>30</td>
<td>25,229</td>
<td>4,401</td>
<td>104 (0.41)</td>
<td>75.00</td>
<td>15.38</td>
<td>09.61</td>
</tr>
<tr>
<td>Hibernate</td>
<td>3.3.2 GA</td>
<td>1,356</td>
<td>173,467</td>
<td>226</td>
<td>11,630</td>
<td>2,968</td>
<td>472 (4.05)</td>
<td>75.21</td>
<td>13.55</td>
<td>11.22</td>
</tr>
<tr>
<td>JEdit</td>
<td>4.2</td>
<td>800</td>
<td>88,583</td>
<td>57</td>
<td>16,991</td>
<td>10,322</td>
<td>256 (1.50)</td>
<td>76.56</td>
<td>05.46</td>
<td>17.96</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>1.0.19</td>
<td>1,065</td>
<td>132,296</td>
<td>19</td>
<td>23,474</td>
<td>4,423</td>
<td>209 (0.89)</td>
<td>88.03</td>
<td>07.17</td>
<td>04.78</td>
</tr>
<tr>
<td>JMeter</td>
<td>2.10</td>
<td>1,181</td>
<td>81,307</td>
<td>33</td>
<td>20,884</td>
<td>8,162</td>
<td>374 (1.86)</td>
<td>84.49</td>
<td>05.61</td>
<td>09.89</td>
</tr>
<tr>
<td>JRuby</td>
<td>1.4.0</td>
<td>1,486</td>
<td>150,060</td>
<td>328</td>
<td>11,149</td>
<td>4,897</td>
<td>622 (5.57)</td>
<td>55.14</td>
<td>17.68</td>
<td>27.17</td>
</tr>
<tr>
<td>Squirrel</td>
<td>3.0.3</td>
<td>3,108</td>
<td>215,234</td>
<td>46</td>
<td>27,474</td>
<td>7,230</td>
<td>286 (1.04)</td>
<td>73.07</td>
<td>17.48</td>
<td>09.44</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>1,625</td>
<td>146,206</td>
<td>91</td>
<td>25,923</td>
<td>6,257</td>
<td>407 (1.86)</td>
<td>71.84</td>
<td>14.24</td>
<td>13.89</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>16,249</td>
<td>1,462,058</td>
<td>909</td>
<td>259,229</td>
<td>62,566</td>
<td>4,071 (-)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
design debt, defect debt, documentation debt, requirement debt and test debt.

In our previous work [15], we manually classified 33,093 comments extracted from the following projects: Ant, ArgoUML, Columba, JFreeChart and JMeter. In the current study we manually classified an additional 29,473 comments from EMF, Hibernate, JEdit, JRuby and SQuirrel, which means that we extended our dataset of classified comments by 89.06%. In total, we manually classified 62,566 comments into the five different types of self-admitted technical debt mentioned above. The classification process took approximately 185 hours in total, and was performed by the first author of the paper. It is important to note that this manual classification step does not need to be repeated in order to apply our approach, since our dataset is publicly available [26], and thus it can be used as is, or even extended with new classified comments.

Below, we provide definitions for design and requirement self-admitted technical debt, and some indicative comments to help the reader understand the different types of self-admitted technical debt comments.

**Self-admitted design debt:** These comments indicate that there is a problem with the design of the code. They can be comments about misplaced code, lack of abstraction, long methods, poor implementation, workarounds, or temporary solutions. Usually these kinds of issues are resolved through refactoring (i.e., restructuring of existing code), or by re-implementing existing code to make it faster, more secure, more stable and so forth. Let us consider the following comments:

“TODO: - This method is too complex, lets break it up” - [from ArgoUml]

“TODO: really should be a separate class */” - [from ArgoUml]

These comments are clear examples of what we consider as self-admitted design debt. In the above comments, the developers state what needs to be done in order to improve the current design of the code, and the payback of this kind of design debt can be achieved through refactoring. Although the above comments are easy to understand, during our study we came across more challenging comments that expressed design problems in an indirect way. For example:

“// I hate this so much even before I start writing it. // Re-initialising a global in a place where no-one will see it just // feels wrong. Oh well, here goes.” - [from ArgoUml]

“//quick & dirty, to make nested mapped p-sets work:” - [from Apache Ant]

In the above example comments the authors are certain to be implementing code that does not represent the best solution. We assume that this kind of implementation will degrade the design of the code and should be avoided.

“// probably not the best choice, but it solves the problem of // relative paths in CLASSPATH” - [from Apache Ant]

“//I can’t get my head around this; is encoding treatment needed here?” - [from Apache Ant]

The above comments expressed doubt and uncertainty when implementing the code and were considered as self-admitted design debt as well. The payback of the design debt expressed in the last four example comments can be achieved through the re-implementation of the currently existing solution.

**Self-admitted requirement debt:** These comments convey the opinion of a developer supporting that the implementation of a requirement is not complete. In general, requirement debt comments express that there is still missing code that needs to be added in order to complete a partially implemented requirement, as it can be observed in the following comments:

“/TODO no methods yet for getClassName” - [from Apache Ant]

“//TODO no method for newInstance using a reverse-classloader” - [from Apache Ant]

“TODO: The copy function is not yet * completely implemented - so we will * have some exceptions here and there.*/” - [from ArgoUml]

“TODO: This dialect is not yet complete. Need to provide implementations wherever Not yet implemented appears” - [from SQuirrel]

To mitigate the risk of creating a dataset that is biased, we extracted a statistically significant sample of our dataset and asked another student to classify it. To prepare the student for the task we gave a 1-hour tutorial about the different kinds of self-admitted technical debt, and walked the student through a couple of examples of each different type of self-admitted technical debt comment. The tutorial is provided online as well [26]. The statistically significant sample was created based on the total number of comments (62,566) with a confidence level of 99% and a confidence interval of 5%, resulting in a stratified sample of 659 comments. We composed the stratified sample according to the percentage of each classification found in the original dataset. Therefore, the stratified sample was composed of: 92% comments without self-admitted technical debt (609 comments), 4% design debt (29 comments), 2% requirement debt (5 comments), 0.75% test debt (2 comments) and 0.15% documentation debt (1 comment). Lastly, we evaluate the level of agreement between both reviewers of the stratified sample by calculating Cohen’s kappa coefficient [31]. The Cohen’s Kappa coefficient has been commonly used to evaluate inter-rater agreement level for categorical scales, and provides the proportion of agreement corrected for chance. The resulting coefficient is scaled to range between -1 and +1, where a negative value means poorer than chance agreement, zero indicates exactly chance agreement, and a positive value indicates better than chance agreement [32]. The closer the value is to +1, the stronger the agreement. In our work, the level of agreement measured between the reviewers was of +0.81.

We also measured the level of agreement in the classification of design and requirement self-admitted technical debt individually. This is important because the stratified sample contains many more comments without self-admitted technical debt than the other types of debt, and therefore, the
coefficient reported above could indicate that the reviewers are agreeing on what is not self-admitted technical debt, instead of agreeing on a particular type of debt. However, we achieved a level of agreement of +0.75 for design self-admitted technical debt, and +0.84 for requirement self-admitted technical debt. According to Fleiss [33] values larger than +0.75 are characterized as excellent agreement.

2.5 NLP Classification

Our next step is to use the classified self-admitted technical debt comments as a training dataset for the Stanford Classifier, which is a Java implementation of a maximum entropy classifier [25]. A maximum entropy classifier, in general, takes as input a number of data items along with a classification for each data item, and automatically generates features (i.e., words) from each datum, which are associated with positive or negative numeric votes for each class. The weights of the features are learned automatically based on the manually classified training data items (supervised learning). The Stanford Classifier builds a maximum entropy model, which is equivalent to a multi-class regression model, and it is trained to maximize the conditional likelihood of the classes taking into account feature dependences when calculating the feature weights.

After the training phase, the maximum entropy classifier can take as input a test dataset that will be classified according to the model built during the training phase. The output for each data item in the test dataset is a classification, along with the features contributing positively or negatively in this classification.

In our case, the training dataset is composed of source code comments and their corresponding manual classification. According to our findings in previous work [15], the two most common types of self-admitted technical debt are design and requirement debt (defect, test, and documentation debt together represent less that 10% of all self-admitted technical debt comments). Therefore, we train the maximum entropy classifier on the dataset containing only these two specific types of self-admitted technical debt comments.

In order to avoid having repeated features differing only in letter case (e.g., “Hack”, “hack”, “HACK”), or in preceding/succeeding punctuation characters (e.g., “’hack”, “hack’”), we preprocess the training and test datasets to clean up the original comments written by the developers. More specifically, we remove the character structures that are used in the Java language syntax to indicate comments (i.e., ‘/’ or ‘*/’ and ‘*/’), the punctuation characters (i.e., ‘,’ ‘;’ ‘.’ ‘’), and any excess whitespace characters (e.g., ‘,’ ‘ ‘ ‘’ ‘ ‘’), and finally we convert all comments to lowercase. However, we decided not to remove exclamation and interrogation marks. These specific punctuations were very useful during the identification of self-admitted technical debt comments, and provide insightful information about the meaning of the features.

3 EXPERIMENT RESULTS

The goal of our research is to develop an automatic way to detect design and requirement self-admitted technical debt comments. To do so, we first manually classify a large number of comments identifying those containing self-admitted technical debt. With the resulting dataset, we train the maximum entropy classifier to identify design and requirement self-admitted technical debt (RQ1). To better understand what words indicate self-admitted technical debt, we inspect the features used by the maximum entropy classifier to identify the detected self-admitted technical debt. These features are words that are frequently found in comments with technical debt. We present the 10 most common words that indicate design and requirement self-admitted technical debt (RQ2). Since the manual classification required to create our training dataset is expensive, ideally we would like to achieve maximum performance with the least amount of training data. Therefore, we investigate how variations in the size of training data affects the performance of our classification (RQ3). We detail the motivation, approach and present the results of each of our research questions in the remainder of this section.

RQ1. Is it possible to more accurately detect self-admitted technical debt using NLP techniques?

Motivation: As shown in previous work [15], self-admitted technical debt comments can be found in the source code. However, there is no automatic way to identify these comments. The methods proposed so far heavily rely on the manual inspection of source code, and there is no evidence on how well these approaches perform. Moreover, most of them do not discriminate between the different types of technical debt (e.g., design, test, requirement).

Therefore, we want to determine if NLP techniques such as, the maximum entropy classifier, can help us surpass these limitations and outperform the accuracy of the current state-of-the-art. The maximum entropy classifier can automatically classify comments based on specific linguistic characteristics of these comments. Answering this question is important, since it helps us understand the opportunities and limitations of using NLP techniques to automatically identify self-admitted technical debt comments.

Approach: For this research question, we would like to examine how effectively we can identify design and requirement self-admitted technical debt. Therefore, the first step is to create a dataset that we can train and test the maximum entropy classifier on. We classified the source code comments into the following types of self-admitted technical debt: design, defect, documentation, requirement, and test debt. However, our previous work showed that the most frequent self-admitted technical debt comments are design and requirement debt. Therefore, in this paper, we focus on the identification of these two types of self-admitted technical debt, because 1) they are the most common types of technical debt, and 2) NLP-based techniques require sufficient data for training (i.e., they cannot build an accurate model with a small number of samples).

We train the maximum entropy classifier using our manually created dataset. The dataset contains comments with and without self-admitted technical debt, and each comment has a classification (i.e., without technical debt, design debt, or requirement debt). Then, we add to the training dataset all comments classified as without technical debt and the comments classified as the specific type of
self-admitted technical debt that we want to identify (i.e., design or requirement debt). We use the comments from 9 out of the 10 projects that we analyzed to create the training dataset. The comments from the remaining one project are used to evaluate the classification performed by the maximum entropy classifier. We choose to create the training dataset using comments from 9 out of 10 projects, because we want to train the maximum entropy classifier with the most diverse data possible (i.e., comments from different domains of applications). However, we discuss the implications of using training datasets of different sizes in RQ3. We repeat this process for each one of the ten projects, each time training on the other 9 projects and testing on the remaining 1 project.

Based on the training dataset, the maximum entropy classifier will classify each comment in the test dataset. The resulting classification is compared with the manual classification provided in the test dataset. If a comment in the test dataset has the same manual classification as the classification provided in the test dataset, we have a true positive (tp) or a true negative (tn). True positives are the cases where the maximum entropy classifier correctly identifies self-admitted technical debt comments, and true negatives are comments without technical debt that are classified as being as such. Similarly, when the classification provided by the tool diverges from the manual classification provided in the test dataset, we have false positives or false negatives. False positives (fp) are comments classified as being self-admitted technical debt when they are not, and false negatives (fn) are comments classified as without technical debt when they really are self-admitted technical debt comments. Using the tp, tn, fp, and fn values, we are able to evaluate the performance of different detection approaches in terms of precision ($P = \frac{tp}{tp+fp}$), recall ($R = \frac{tp}{tp+fn}$) and F1-measure ($F = \frac{2 \times P \times R}{P+R}$). To determine how effective the NLP classification is, we compare its F1-measure values with the corresponding F1-measure values of the two other approaches. We use the F1-measure to compare the performance between the approaches as it is the harmonic mean of precision and recall. Using the F1-measure allows us to incorporate the trade-off between precision and recall and present one value that evaluates both measures.

The first approach is the current state-of-the-art in detecting self-admitted technical debt comments [14]. This approach uses 62 comment patterns (i.e., keywords and phrases) that were found as recurrent in self-admitted technical debt comments during the manual inspection of 101,762 comments. The second approach is a simple (random) baseline, which assumes that the detection of

### Table 2: Comparison of F1-measure between the NLP-based, the Comment Patterns and the Random Baseline Approaches for Design and Requirement Debt

<table>
<thead>
<tr>
<th>Project</th>
<th>Design Debt</th>
<th>Requirement Debt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Our Approach</td>
<td>Comment Patterns</td>
</tr>
<tr>
<td>Ant</td>
<td>0.517</td>
<td>0.237</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.814</td>
<td>0.107</td>
</tr>
<tr>
<td>Coluna</td>
<td>0.601</td>
<td>0.264</td>
</tr>
<tr>
<td>EMF</td>
<td>0.470</td>
<td>0.231</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.744</td>
<td>0.227</td>
</tr>
<tr>
<td>Edit</td>
<td>0.509</td>
<td>0.342</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.492</td>
<td>0.282</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.731</td>
<td>0.194</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.783</td>
<td>0.620</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.540</td>
<td>0.175</td>
</tr>
<tr>
<td>Average</td>
<td>0.620</td>
<td>0.267</td>
</tr>
</tbody>
</table>

![Fig. 2. Visualization of the F1-measure for Different Approaches](image-url)
self-admitted technical debt is random (this approach is used as a F1 lower bound). The precision of this approach is calculated by taking the total number of self-admitted technical debt over the total number of comments of each project. For example, project Ant has 4,137 comments, of those, only 95 comments are design self-admitted technical debt. The probability of randomly labeling a comment as a self-admitted technical debt comment is 0.023 (i.e., 95/4,137). Similarly, to calculate the recall we take into consideration the two possible classifications available: one is the type of self-admitted technical debt (e.g., design) and the other is without technical debt. Therefore, there is a 50% chance that the comment will be classified as self-admitted technical debt. Thus, the F1-measure for the random baseline for project Ant is computed as $2 \times \frac{0.023 \times 0.5}{0.023 + 0.5} = 0.044$.

**Results - design debt:** Table 2 presents the F1-measure of the three approaches, as well as the improvement achieved by our approach compared to the other two approaches. We see that for all projects, the F1-measure achieved by our approach is higher than the other approaches. The F1-measure values obtained by our NLP-based approach range between 0.470 - 0.814, with an average of 0.620. In comparison, the F1-measure values using the comment patterns range between 0.107 - 0.620, with an average of 0.267, while the simple (random) baseline approach achieves F1-measure values in the range of 0.034 - 0.193, with an average of 0.081. Figure 2(a) visualizes the comparison of the F1-measure values for our NLP-based approach, the comment patterns approach, and the simple (random) baseline approach. We see from both, Table 2 and Figure 2(a) that, on average, our approach outperforms the comment patterns approach by 2.3 times and the simple (random) baseline approach by 7.6 times when identifying design self-admitted technical debt.

It is important to note that the comment patterns approach has a high precision, but low recall, i.e., this approach points correctly to self-admitted technical debt comments, but as it depends on keywords, it identifies a very small subset of all the self-admitted technical debt comments in the project. Although we only show the F1-measure values here, we present the precision and recall values in Table 9 in the Appendix section.

**Results - requirement debt:** Similarly, the last five columns of Table 2 show the F1-measure performance of the three approaches, and the improvement achieved by our approach over the two other approaches. The comment patterns approach was able to identify requirement self-admitted technical debt in only 3 of the 10 analyzed projects. A possible reason for the low performance of the comment patterns in detecting requirement debt is that the comment patterns do not differentiate between the different types of self-admitted technical debt. Moreover, since most of the debt is design debt, it is possible that the patterns tend to favor the detection of design debt.

That said, we find that for all projects, the F1-measure values obtained by our approach surpass the F1-measure values of the other approaches. Our approach achieves F1-measure values between 0.091 - 0.804 with an average of 0.403, whereas the comment pattern approach achieves F1-measure values in the range of 0.117 - 0.409 with an average of 0.067, while the simple (random) baseline ranges between 0.003 - 0.079, with an average of 0.021. Figure 2(b) visualizes the performance comparison of the two approaches. We also examine if the differences in the F1-measure values obtained by our approach and the other two baselines are statistically significant. Indeed, we find that the differences are statistically significant ($p < 0.001$) for both baselines and both design and requirement self-admitted technical debt.

Generally, requirement self-admitted technical debt is less common than design self-admitted technical debt, which makes it more difficult to detect. Nevertheless, our NLP-based approach provides a significant improvement over the comment patterns approach, outperforming it by 6 times, on average. Table 2 only presents the F1-measure values for the sake of brevity, however, we present the detailed precision and recall values in the Appendix section, Table 10.

**We find that our NLP-based approach, is more accurate in identifying self-admitted technical debt comments compared to the current state-of-art. We achieved an average F1-measure of 0.620 when identifying design debt (an average improvement of 2.3× over the state-of-the-art approach) and an average F1-measure of 0.403 when identifying requirement debt (an average improvement of 6× over the state-of-the-art approach).**

**RQ2. What are the most impactful words in the classification of self-admitted technical debt?**

**Motivation:** After assessing the accuracy of our NLP-based approach in identifying self-admitted technical debt comments, we want to better understand what words developers use when expressing technical debt. Answering this question will provide insightful information that can guide future research directions, broaden our understanding of self-admitted technical debt and also help us to detect it.

**Approach:** The maximum entropy classifier learns optimal features that can be used to detect self-admitted technical debt. A feature is comment fragment (e.g., word) that is associated with a specific class (i.e., design debt, requirement debt, or without technical debt), and a weight that represents how strongly this feature relates to that class. The maximum entropy classifier uses the classified training data to determine the features and their weights. Then, these features and their corresponding weights are used to determine if a comment belongs to a specific type of self-admitted technical debt or not.

For example, let us assume that after the training, the maximum entropy classifier determines that the features "hack" and "dirty" are related to the design-debt class with weights 5.3 and 3.2, respectively, and the feature "something" relates to the without-technical-debt class with a weight of 4.1. Then, to classify the comment “this is a dirty hack it’s better to do something” from our test data, all features present in the comment will be examined and the following scores would be calculated: $weight_{design-debt} = 8.5$ (i.e., the sum of “hack” and “dirty” feature weights) and $weight_{without-technical-debt} = 4.1$. Since $weight_{design-debt}$ is larger than $weight_{without-technical-debt}$, the comment will be classified as design debt.
For each analyzed project, we collect the features used to identify the self-admitted technical debt comments. These features are provided by the maximum entropy classifier as output and stored in a text file. The features are written in the file according to their weights in descending order (starting from more relevant, ending to less relevant features). Based on these files, we rank the words calculating the average ranking position of the analyzed features across the ten different projects.

**Results:** Table 3 shows the top-10 textual features used to identify self-admitted technical debt in the ten studied projects, ordered by their average ranking. The first column shows the ranking of each textual feature, the second column lists the features used in the identification of design self-admitted technical debt, and the third column lists the textual features used to identify requirement self-admitted technical debt.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Design Debt</th>
<th>Requirement Debt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>hack</td>
<td>todo</td>
</tr>
<tr>
<td>2</td>
<td>workaround</td>
<td>needed</td>
</tr>
<tr>
<td>3</td>
<td>yuck!</td>
<td>implementation</td>
</tr>
<tr>
<td>4</td>
<td>kludge</td>
<td>fixme</td>
</tr>
<tr>
<td>5</td>
<td>stupidity</td>
<td>xxx</td>
</tr>
<tr>
<td>6</td>
<td>needed?</td>
<td>ends?</td>
</tr>
<tr>
<td>7</td>
<td>columns?</td>
<td>conversion</td>
</tr>
<tr>
<td>8</td>
<td>unused?</td>
<td>configurable</td>
</tr>
<tr>
<td>9</td>
<td>wtf?</td>
<td>apparently</td>
</tr>
<tr>
<td>10</td>
<td>todo</td>
<td>fudging</td>
</tr>
</tbody>
</table>

From Table 3 we observe that the top ranked textual features for design self-admitted technical debt, i.e., *hack, workaround, yuck!, kludge and stupidity*, indicate sloppy code, or mediocre source code quality. For example, we have the following comment that was found in JMeter:

"**Hack** to allow entire URL to be provided in host field"

Other textual features, such as *needed?, unused?* and *wtf?* are questioning the usefulness or utility of a specific source code fragment, as indicated by the following comment also found in JMeter:

"**TODO: - is this needed?**"

For requirement self-admitted technical debt, the top ranked features, i.e., *todo, needed, implementation, fixme* and *xxx* indicate the need to complete requirements in the future that are currently partially complete. An indicative example is the following one found in JRuby:

"**TODO: implement, won’t do this now**"

Some of the remaining lower ranked textual features, such as *convention, configurable* and *fudging* also indicate potential incomplete requirements, as shown in the following comments:

"**Need to calculate this... just fudging here for now**" [from JEdit]

"**could make this configurable**" [from JFreeChart]

"**TODO: This name of the expression language should be configurable by the user**" [from ArgoUML]

"**TODO: find a way to check the manifest-file, that is found by naming convention**" [from Apache Ant]

It should be noted that the features highlighted in bold in Table 3 appear in all top-10 lists extracted from each one of the ten training datasets, and therefore can be considered as more *universal/stable* features compared to the others.

We also observe that it is possible for a single textual feature to indicate both design and requirement self-admitted technical debt. However, in such cases, the ranking of the feature is different for each kind of debt. For example, the word "todo" is ranked tenth for design debt, whereas it is ranked first for requirement debt. This finding is intuitive, since requirement debt will naturally be related to the implementation of future functionality.

It is important to note here that although we present only the top-10 textual features, the classification of the comments is based on a combination of a large number of textual features. In fact, two different types of textual features are used to classify the comments, namely positive and negative weight features. Positive weight features will increase the total weight of the vote suggesting that the classification should be equal to the class of the feature (i.e., design or requirement debt). On the other hand, negative weight features will decrease the total weight of the vote suggesting a classification different from the class of the feature. On average, the number of positive weight features used to classify design and requirement debt is 5,014 and 2,195, respectively. The exact number of unique textual features used to detect self-admitted technical debt for each project is shown in Table 4. The fact that our NLP-based approach leverages so many features helps to explain the significant improvement we are able to achieve over the state-of-the-art, which only uses 62 patterns. In comparison, our approach leverages 35,828 and 34,056 unique textual features for detecting comments with design and requirement debt, respectively.

**RQ3. How much training data is required to effectively detect self-admitted technical debt?**

**Motivation:** Thus far, we have shown that our NLP-based approach can effectively identify comments expressing self-admitted technical debt. However, we conjecture that the performance of the classification depends on the amount of training data. At the same time, creating the training dataset is a time consuming and labor intensive task. So, the question that arises is: how much training data do we need to effectively classify the source code comments? If we need a very large number of comments to create our training dataset, our approach will be more difficult to extend and apply for other projects. On the other hand, if a small dataset can be used to reliably identify comments with self-admitted
technical debt, then this approach can be applied with minimal effort, i.e., less training data. That said, intuitively we expect that the performance of the maximum entropy classifier will improve as more comments are being added to the training dataset.

**Approach:** To answer this research question, we follow a systematic process where we incrementally add training data and evaluate the performance of the classification. More specifically, we combine the comments from all projects into a single large dataset. Then, we split this dataset into ten equally-sized folds, making sure that each partition has the same ratio of comments of self-admitted technical debt and without technical debt as the original dataset. Next, we use one of the ten folds for testing and the remaining nine folds as training data. Since we want to examine the impact of the quantity of training data on performance, we train the classifier with batches of 100 comments at a time and test its performance on the testing data. It is important to note that even within the batches of 100 comments, we maintain the same ratio of self-admitted technical debt and non technical debt comments as in the original dataset. We keep adding comments until all of the training dataset is used. We repeat this process for each one of the ten folds and report the average performance across all folds.

We compute the F1-measure values after each iteration (i.e., the addition of a batch of 100 comments) and record the iteration that achieves the highest F1-measure. Then we find the iterations in which at least 80% and 90% of the maximum F1-measure value is achieved, and report the number of comments added up to those iterations.

**Results - design debt:** Figure 3(a) shows the average F1-measure values obtained when detecting design self-admitted technical debt, while adding batches of 100 comments. We find that the F1-measure score improves as we increase the number of comments in the training dataset, and the highest value (i.e., 0.824) is achieved with 42,700 comments. However, the steepest improvement in the F1-measure performance takes place within the first 2K-4K comments. Additionally, 80% and 90% of the maximum F1-measure value is achieved with 3,900 and 9,700 comments in the training dataset, respectively. Since each batch of comments consists of approximately 5% (i.e., \( \frac{2,703}{51,300} \)) of the training data.

**Results - requirement debt:** Figure 3(b) shows the average F1-measure values obtained when detecting requirement self-admitted technical debt, while adding batches of 100 comments. As expected, the F1-measure increases as we add more comments into the training dataset, and again the steepest improvement takes place within the first 2-3K comments. The highest F1-measure value (i.e., 0.753) is achieved using 51,300 comments of which 675 are requirement self-admitted technical debt. Additionally, 80% of the maximum F1-measure score is achieved with 2,600 comments, while 90% of the maximum F1-measure score with 11,800 comments in the training dataset. Each batch contains two comments with requirement self-admitted technical debt, since the percentage of such comments is 1.3% (i.e., \( \frac{2,703}{51,300} \)) in the entire dataset. As a result, the iteration achieving 80% of the maximum F1-measure value contains 52 comments with requirement self-admitted technical debt, while the iteration achieving 90% of the maximum F1-measure value contains 236 such comments. In conclusion, to achieve 80% of the maximum F1-measure value, we need only 23% (i.e., \( \frac{4,850}{51,300} \)) of the training data.
We find that to achieve a performance equivalent to 90% of the maximum F1-measure score, only 23% of the comments are required for both design and requirement self-admitted technical debt. For a performance equivalent to 80% of the maximum F1-measure score, only 9% and 5% of the comments are required for design and requirement self-admitted technical debt, respectively.

4 Discussion

Thus far, we have seen that our NLP-based approach can perform well in classifying self-admitted technical debt. However, there are some observations that warrant further investigation. For example, when it comes to the different types of self-admitted technical debt, we find that requirement debt tends to require less training data, which is another interesting point that is worth further investigation (Section 4.1).

Moreover, we think that is also interesting to know the performance of our approach when trained to distinguish between self-admitted technical debt and non-self-admitted technical debt, i.e., without using fine-grained classes of debt, such as design and requirement debt (Section 4.2).

Also, when performing our classification, there are several different classifiers that can be used in the Stanford Classifier toolkit, hence we investigate what is the impact of using different classifiers on the accuracy (Section 4.3).

Lastly, we analyze the overlap between the files that contain self-admitted technical debt and the files that contain code smells. This is an interesting point of discussion to provide insights on how technical debt found in comments relates to code smells found by static analysis tools (Section 4.4).

4.1 Textual Similarity for Design and Requirement Debt

For RQ3, we hypothesize that one of the reasons that the detection of requirement self-admitted technical debt comments needs less training data is because such comments are more similar to each other compared to design self-admitted technical debt comments. Therefore, we compare the intra-similarity of the requirement and design debt comments.

We start by calculating the term frequency-inverse document frequency (tf-idf) weight of each design and requirement self-admitted technical debt comment. Term frequency (tf) is the simple count of occurrences that a term (i.e., word) has in a document (i.e., comment). Inverse document frequency (idf) takes into account the number of documents that the term appears. However, as the name implies, the more one term is repeated across multiple documents the less relevant it is. Therefore, let N be the total number of documents in a collection, the idf of a term t is defined as follows: \( idf_t = \log \frac{N}{df_t} \). The total tf-idf weight of a document is equal to the sum of each individual term tf-idf weight in the document. Each document is represented by a document vector in a vector space model.

Once we have the tf-idf weights for the comments, we calculate the cosine similarity between the comments. The Cosine similarity can be viewed as the dot product of the normalized versions of two document vectors (i.e., two comments) [34]. The value of the cosine distance ranges between 0 to 1, where 0 means that the comments are not similar at all and 1 means that the comments are identical.

For example, the requirement self-admitted technical debt dataset contains 757 comments, for which we generate a 757×757 matrix (since we compare each comment to all other comments). Finally, we take the average cosine similarity for design and requirement debt comments, respectively, and plot their distributions. Figure 4 shows that the median and the upper quartile for requirement self-admitted technical debt comments are higher than the median and upper quartile for design self-admitted technical debt. The median for requirement debt comments is 0.018, whereas, the median for design debt comments is 0.011. To ensure that the difference is statistically significant, we perform the Wilcoxon test to calculate the p-value. The calculated p-value is less than 2.2e-16 showing that the result is indeed statistically significant (i.e., p < 0.001). Con-
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Considering our findings, our hypothesis is validated, showing that requirement self-admitted technical debt comments are more similar to each other compared to design self-admitted technical debt comments. This may help explain why requirement debt needs a smaller set of positive weight textual features to be detected.

4.2 Distinguishing Self-Admitted Technical Debt from Non-Self-Admitted Technical Debt Comments

So far, we analyzed the performance of our NLP-based approach to identify distinct types of self-admitted technical debt (i.e., design and requirement debt). However, a simpler distinction between self-admitted technical debt and non-debt comments can also be interesting in the case that those fine-grained classes of debt are not considered necessary by a user of the proposed NLP-based detection approach. Another reason justifying such a coarse-grained distinction is the cost of building a training dataset with fine-grained classes of debt is more expensive, mentally challenging, and subjective than building a training dataset with just two classes (i.e., comments with and without technical debt).

In order to compute the performance of our NLP-based approach using only two classes (i.e., comments with and without technical debt), we repeat RQ1 and RQ2 with modified training and test datasets. First, we take all design and requirement self-admitted technical debt comments and label them with a common class i.e., technical debt, and the remaining comments we kept them labeled as without technical debt. Second, we run the maximum entropy classifier in the same leave-one-out cross-project validation fashion, using the comments of 9 projects to train the classifier and the comments from the remaining project to test the classifier. We repeat this process for each of the ten projects and compute the average F1-measure. Lastly, we analyze the textual features used to identify the self-admitted technical debt comments.

Table 5 compares the F1-measure achieved when detecting design debt, requirement debt, separately and when detecting both combined in a single class. As we can see, the performance when detecting technical debt is very similar with the performance of the classifier when detecting design debt. This is expected, as the majority of technical debt comments in the training dataset are labeled with the design debt class. Nevertheless, the performance achieved when detecting design debt was surpassed in the projects where the classifier performed well in detecting requirement debt, for example, in Columba (0.601 vs. 0.750) and SQuirrel SQL (0.540 vs. 0.593).

We find that the average performance when detecting design and requirement self-admitted technical debt combined is better (0.636) than the performance achieved when detecting them individually (0.620 and 0.403 for design and requirement debt, respectively).

Table 6 shows a comparison of the top-10 textual features used to detect design and requirement debt comments separately, and those used to detect both types of debt combined in a single class. When analyzing the top-10 textual features used to classify self-admitted technical debt, we find once more, a strong overlap with the top-10 textual features used to classify design debt. The weight of the features is attributed in accordance to the frequency that each word is found in the training dataset, and therefore, the top-10 features tend to be similar with the top-10 design debt features, since design debt comments represent the majority of self-admitted technical debt comments in the dataset.


4.3 Investigating the Impact of Different Classifiers on the Accuracy of the Classification

In our work, the classification performed by the Stanford Classifier used the maximum entropy classifier. However, the Stanford Classifier can use other classifiers too. In order to examine the impact of the underlying classifier on the accuracy of the proposed approach, we investigate two more classifiers, namely the Naive Bayes, and the Binary classifiers.

Figures 5(a) and 5(b) compare the performance between the three different classifiers. We find that the Naive Bayes has the worst average F1-measure of 0.30 and 0.05 for design and requirement technical debt, respectively. Based on our findings, the Naive Bayes algorithm favours recall at the expense of precision. For example, while classifying design debt, the average recall was 0.84 and precision 0.19. The two other algorithms present more balanced results compared to the Naive Bayes, and the difference in their performance is almost negligible. The Logistic Regression classifier achieved F1-measures of 0.62 and 0.40, while the Binary classifier F1-measures were 0.63 and 0.40, for design and requirement self-admitted technical debt, respectively. Tables 11 and 12 in the Appendix section provide detailed data for each classifier and all ten examined projects.

Although the Binary classifier has a slightly better performance, for our purpose, the Logistical Regression classifier provides more insightful textual features. These features were analyzed and presented in RQ2.

According to previous work, developers hate to deal with false positives (i.e., low precision) [35], [36], [37]. Due to this fact, we choose to present our results in this study using the maximum entropy classifier, which has an average precision of 0.716 throughout all projects. However, favouring recall over precision by using the Naives Bayes classifier might still be acceptable, if a manual process to filter out false positives is in place, as reported by Berry et al. [38].

One important question to ask when choosing what kind of classifier to use is how much training data is currently available. In most of the cases, the trickiest part of applying a machine learning classifier in real world applications is creating or obtaining enough training data. If you have fairly little data at your disposal, and you are going to train a supervised classifier, then machine learning theory recommends classifiers with high bias, such as the Naive Bayes [39], [40]. If there is a reasonable amount of labeled data, then you are in good stand to use most kinds of classifiers [34]. For instance, you may wish to use a Support Vector Machine (SVM), a decision tree or, like in our study, a max entropy classifier. If a large amount of data is available, then the choice of classifier probably has little effect on the results and the best choice may be unclear [41]. It may be best to choose a classifier based on the scalability of training, or even runtime efficiency.

4.4 Investigating the Overlap Between Technical Debt Found in Comments and Technical Debt Found by Static Analysis Tools

Thus far, we analyzed technical debt that was expressed by developers through source code comments. However, there are other ways to identify technical debt, such as architectural reviews, documentation analysis, and static analysis tools. To date, using static analysis tools is one of the most popular approaches to identify technical debt in the source code [42]. In general, static analysis tools parse the source code of a project to calculate metrics and identify possible object oriented design violations, also known as code smells, anti-patterns, or design technical debt, based on some fixed metric threshold values.

We analyze the overlap between what our NLP-based approach identifies as technical debt and what a static analysis tool identifies as technical debt. We selected JDeodorant as the static analysis tool, since it supports the detection of three popular code smells, namely Long Method, God Class, and Feature Envy. We avoided the use of metric-based code smell detection tools, because they tend to have high false positive rates and flag a large portion of the code base as problematic [23]. On the other hand, JDeodorant detects only actionable code smells (i.e., code smells for which a behavior-preserving refactoring can be applied to resolve them), and does not rely on any metric thresholds, but rather applies static source code analysis to detect structural anomalies and suggest refactoring opportunities to eliminate them [29].

First, we analyzed our 10 open source projects using JDeodorant. The result of this analysis is a list of Java files that were identified having at least one instance of the Long Method, God Class, and Feature Envy code smells. Table 7 shows the total number of files and the number/percentage
of files that contain each of the aforementioned smells. We find that, on average, 29.3%, 5.5%, 16.6% of all files have at least one instance of the Long Method, Feature Envy or God Class smells, respectively. These code smells have been extensively investigated in the literature, and are considered to occur frequently [43], [44]. Second, we created a similar list containing the files that were identified with self-admitted technical debt comments. Finally, we examined the overlap of the two lists of files. It should be emphasized that we did not examine if the self-admitted technical debt comments actually discuss the detected code smells, but only if there is a co-occurrence at file-level.

Table 8 provides details about each one of the projects used in our study. The columns of Table 8 present the total number of files with self-admitted technical debt, followed by the number of files containing self-admitted technical debt comments and at least one code smell instance, along with the percentage over the total number of files with self-admitted technical debt, for Long Method, Feature Envy, God Class, and all code smells combined, respectively.

JMeter, for example, has 200 files that contain self-admitted technical debt comments, and 143 of these files also contain at least one Long Method code smell (i.e., 71.5%). In addition, we can see that 20.5% of the files that have self-admitted technical debt are involved in Feature Envy code smells, and 48.5% of them are involved in God Class code smells. In summary, we see that 80.5% of the files that contain self-admitted technical debt comments are also involved in at least one of the three examined code smells. In general, we observe from Tables 7 and 8 that the overlap between self-admitted technical debt and code smells is higher than the ratio of files containing code smells. This indicates that there is some form of agreement between files that have code smells and files containing self-admitted technical debt.

We find that the code smell that overlaps the most with self-admitted technical debt is Long Method. Intuitively, this is expected, since Long Method is a common code smell and may have multiple instances per file, because it is computed at the method level. The overlap between files with self-admitted technical debt and Long Method ranged from 43.6% to 82% of all the files containing self-admitted technical debt comments, and considering all projects, the average overlap is 65%. In addition, 44.2% of the files with self-admitted technical debt comments are also involved in God Class code smells, and 20.7% in Feature Envy code smells. Taking all examined code smells in consideration we find that, on average, 64.7% of files containing self-admitted technical debt are also involved in at least one of the three examined code smells.

Our findings here shows that using code comments to identify technical debt is a complementary approach to using code smells to detect technical debt. Clearly, there is overlap, however, each approach also identifies unique instances of technical debt.

5 RELATED WORK

Our work uses code comments to detect self-admitted technical debt using a Natural Language Processing (NLP) technique. Therefore, we divide the related work into three subsections, namely source code comments, technical debt, and NLP in software engineering.

5.1 Source Code Comments

A number of studies examined the co-evolution of source code comments and the rationale for changing code comments. For example, Fluri et al. [45] analyzed the co-evolution of source code and code comments, and found that 97% of the comment changes are consistent. Tan et al. [46] proposed a novel approach to identify inconsistencies between Javadoc comments and method signatures. Malik et al. [47] studied the likelihood of a comment to be updated and found that call dependencies, control statements, the age of the function containing the comment, and the number of co-changed dependent functions are the most important factors to predict comment updates.

Other works used code comments to understand developer tasks. For example, Storey et al. [30] analyzed how task annotations (e.g., TODO, FIXME) play a role in improving team articulation and communication. The work closest to ours is the work by Potdar and Shihab [14], where code comments were used to identify technical debt, called self-admitted technical debt.

Similar to some of the prior work, we also use source code comments to identify technical debt. However, our main focus is on the detection of different types of self-admitted technical debt. As we have shown, our approach yields different and better results in the detection of self-admitted technical debt.

5.2 Technical Debt

A number of studies has focused on the detection and management of technical debt. For example, Seaman et al. [2], Kruchten et al. [3] and Brown et al. [48] make several reflections about the term technical debt and how it has been used to communicate the issues that developers find in the code in a way that managers can understand.

Other work focused on the detection of technical debt. Zazworka et al. [13] conducted an experiment to compare the efficiency of automated tools in comparison with human elicitation regarding the detection of technical debt. They found that there is a small overlap between the two approaches, and thus it is better to combine them than replace one with the other. In addition, they concluded that automated tools are more efficient in finding defect debt, whereas developers can realize more abstract categories of technical debt.

In a follow up work, Zazworka et al. [49] conducted a study to measure the impact of technical debt on software quality. They focused on a particular kind of design debt, namely, God Classes. They found that God Classes are more likely to change, and therefore, have a higher impact on software quality. Fontana et al. [42] investigated design technical debt appearing in the form of code smells. They used metrics to find three different code smells, namely God Classes, Data Classes and Duplicated Code. They proposed an approach to classify which one of the different code smells should be addressed first, based on its risk. Ernst et al. [36] conducted a survey with 1,831 participants and found
that architectural decisions are the most important source of technical debt.

Our work is different from the work that uses code smells to detect design technical debt, since we use code comments to detect technical debt. Moreover, our approach does not rely on code metrics and thresholds to identify technical debt and can be used to identify bad quality code symptoms other than bad smells.

More recently, Potdar and Shihab [14] extracted the comments of four projects and analyzed 101,762 comments to come up with 62 patterns that indicate self-admitted technical debt. Their findings show that 2.4% - 31% of the files in a project contain self-admitted technical debt. Bavota and Russo [50] replicated the study of self-admitted technical debt on a large set of Apache projects and confirmed the findings observed by Potdar and Shihab in their earlier work. Wehaibi et al. [51] examined the impact of self-admitted technical debt on architectural decisions and found that self-admitted technical debt leads to more complex changes in the future.

All three of the aforementioned studies used the comment patterns approach to detect self-admitted technical debt. Our earlier work [15] examined more than 33 thousands comments to classify the different types of self-admitted technical debt found in source code comments. Farias et al. [52] proposed a contextualized vocabulary model for identifying technical debt in comments using word classes and code tags in the process.

Our work also uses code comments to detect design technical debt. However, we use these code comments to train a maximum entropy classifier to automatically identify technical debt. Also, our focus is on self-admitted design and requirement technical debt.

5.3 NLP in Software Engineering

A number of studies leveraged NLP in software engineering, mainly for the traceability of requirements, program comprehension and software maintenance. For example, Lormans and van Deursen [53] used latent semantic indexing (LSI) to create traceable links between requirements and test cases and requirements to design implementations. Hayes et al. [54], [55] created a tool called RETRO that applies information retrieval techniques to trace and map requirements to designs. Yadla et al. [56] further enhanced the RETRO tool and linked requirements to issue reports. On the other hand, Runeson et al. [57] implemented a NLP-based tool to automatically identify duplicated issue reports, they found that 2/3 of the possible duplicates examined in their study can be found with their tool. Canfora and
Cerulo [58] linked a change request with the corresponding set of source files using NLP techniques, and then, they evaluated the performance of the approach on four open source projects.

The prior work motivated us to use NLP techniques. However, our work is different from the aforementioned ones, since we apply NLP techniques on code comments to identify self-admitted technical debt, rather than use it for traceability and linking between different software artifacts.

6 Threats to Validity

Construct validity considers the relationship between theory and observation, in case the measured variables do not measure the actual factors. When performing our study, we used well-commented Java projects. Since our approach heavily depends on code comments, our results and performance measures may be impacted by the quantity and quality of comments in a software project. Considering the intentional misrepresentation of measures, it is possible that even a well commented project does not contain self-admitted technical debt. Given the fact that the developers may opt not to express themselves in source code comments. In our study, we made sure that we choose case studies that are appropriately commented for our analysis. On the same point, using comments to determine some self-admitted technical debt may not be fully representative, since comments or code may not be updated consistently. However, previous work shows that changes in the source code are consistent with comment changes [14], [45]. In addition, it is possible that a variety of technical debt that is not self-admitted is present in the analyzed projects. However, since the focus of this paper is to improve the detection of the most common types of self-admitted technical debt, considering all technical debt is out of the scope of this paper.

Reliability validity The training dataset used by us heavily relied on a manual analysis and classification of the code comments from the studied projects. Like any human activity, our manual classification is subject to personal bias. To reduce this bias, we took a statistically significant sample of our classified comments and asked a Master’s student, who is not an author of the paper, to manually classify them. Then, we calculate the Kappa’s level of agreement between the two classifications. The level of agreement obtained was +0.81, which according to Fleiss [33] is characterized as an excellent inter-rater agreement (values larger than +0.75 are considered excellent). Nevertheless, due to the irregular data distribution of our significant sample (which has many more comments without technical debt, than comments with the other classes of debt), we also measured Kappa’s level of agreement for design and requirement self-admitted technical debt separately. The level of agreement obtained for design and requirement self-admitted technical debt was +0.75 and +0.84, respectively. Also, our approach depends on the correctness of the underlying tools we use. To mitigate this risk, we used tools that are commonly used by practitioners and by the research community, such as JDeodorant for the extraction of source code comments and for investigating the overlap with code smells (Section 4.4) and the Stanford Classifier for training and testing the max entropy classifier used in our approach.

External validity considers the generalization of our findings. All of our findings were derived from comments in open source projects. To minimize the threat to external validity, we chose open source projects from different domains. That said, our results may not generalize to other open source or commercial projects, projects written in different languages, projects from different domains and/or technology stacks. In particular, our results may not generalize to projects that have a low number or no comments or comments that are written in a language other than English.

7 Conclusion and Future Work

Technical debt is a term being used to express non-optimal solutions, such as hacks and workarounds, that are applied during the software development process. Although these non-optimal solutions can help achieve immediate pressing goals, most often they will have a negative impact on the project maintainability [49].

Our work focuses on the identification of self-admitted technical debt through the use of Natural Language Processing. We analyzed the comments of 10 open source projects namely Ant, ArgoUML, Columba, EMF, Hibernate, JEdit, JFreeChart, JMeter, JRuby and SQuirrel SQL. These projects are considered well commented and they belong to different application domains. The comments of these projects were manually classified into specific types of technical debt such as design, requirement, defect, documentation and test debt. Next, we selected 61,664 comments from this dataset (i.e., those classified as design self-admitted technical debt, requirement self-admitted technical debt and without technical debt) to train the maximum entropy classifier, and then this classifier was used to identify design and requirement self-admitted technical debt automatically.

We first evaluated the performance of our approach by comparing the F1-measure of our approach with the F1-measure of two other baselines, i.e., the comment patterns baseline and the simple (random) baseline. We have shown that our approach outperforms the comment patterns baseline on average 2.3 and 6 times in the identification of design and requirement self-admitted technical debt, respectively. Moreover, our approach can identify requirement self-admitted technical debt, while the comment patterns baseline fails to detect this kind of debt in most of the examined projects. Furthermore, the performance of our approach surpasses the simple (random) baseline on average 7.6 and 19.1 times for design and requirement self-admitted technical debt, respectively.

Then, we explored the characteristics of the features (i.e., words) used to classify self-admitted technical debt. We find that the words used to express design and requirement self-admitted technical debt are different from each other. The three strongest indicators of design self-admitted technical debt are ‘hack’, ‘workaround’ and ‘yuck!’, whereas, ‘todo’, ‘needed’ and ‘implementation’ are the strongest indicators of requirement debt. In addition, we find that using only 5% and 23% of the comments in the training dataset still leads to an accuracy that is equivalent to 80% and 90% of the best performance, respectively. In fact, our results show that...
developers use a richer vocabulary to express design self-admitted technical debt and a training dataset of at least 3,900 comments (of which 195 comments are design self-admitted technical debt) is necessary to obtain a satisfactory classification. On the other hand, requirement self-admitted technical debt is expressed in a more uniform way, and with a training dataset of 2,600 comments (of which 52 are self-admitted technical debt) it is possible to classify with relatively high accuracy requirement self-admitted technical debt.

In the future, we believe that more analysis is needed to fine tune the use of the current training dataset in order to achieve maximum efficiency in the detection of self-admitted technical debt comments. For example, using subsets of our training dataset can be more suitable for some applications than using the whole dataset due to domain particularities. However, the results thus far are not to be neglected as our approach has the best F1-measure performance on every analyzed project. In addition, we plan to examine the applicability of our approach to more domains (than those we study in this paper) and software projects developed in different programming languages.

Another interesting research direction that we plan to investigate in the future is the use of other machine learning techniques, such as active learning to reduce the number of labeled data necessary to train the classifier. This technique, if proved successful, can further expand the horizon of projects that our approach can be applied to.

Moreover, to enable future research, we make the dataset created in this study publicly available. We believe that it will be a good starting point for researchers interested in identifying technical debt through comments and even experimenting with different Natural Language Processing techniques. Lastly, we plan to use the findings of this study to build a tool that will support software engineers in the task of identifying and managing self-admitted technical debt.
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# Appendix

## Detailed Precision and Recall Values

In Section 3, we presented the F1-measure values for all projects when answering our research questions. In this appendix, we add the detailed precision and recall values that are used to compute the F1-measure values.

### Table 9

<table>
<thead>
<tr>
<th>Project</th>
<th>NLP-based</th>
<th>Comment Patterns</th>
<th>Random Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 measure</td>
</tr>
<tr>
<td>Ant</td>
<td>0.554</td>
<td>0.484</td>
<td>0.517</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.788</td>
<td>0.843</td>
<td>0.814</td>
</tr>
<tr>
<td>Columba</td>
<td>0.792</td>
<td>0.484</td>
<td>0.601</td>
</tr>
<tr>
<td>EMF</td>
<td>0.574</td>
<td>0.397</td>
<td>0.470</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.877</td>
<td>0.645</td>
<td>0.744</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.779</td>
<td>0.378</td>
<td>0.509</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.646</td>
<td>0.397</td>
<td>0.492</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.808</td>
<td>0.668</td>
<td>0.731</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.798</td>
<td>0.770</td>
<td>0.783</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.544</td>
<td>0.536</td>
<td>0.540</td>
</tr>
</tbody>
</table>

### Table 10

<table>
<thead>
<tr>
<th>Project</th>
<th>NLP-based</th>
<th>Comment Patterns</th>
<th>Random Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 measure</td>
</tr>
<tr>
<td>Ant</td>
<td>0.154</td>
<td>0.154</td>
<td>0.154</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.663</td>
<td>0.540</td>
<td>0.595</td>
</tr>
<tr>
<td>Columba</td>
<td>0.755</td>
<td>0.860</td>
<td>0.804</td>
</tr>
<tr>
<td>EMF</td>
<td>0.800</td>
<td>0.250</td>
<td>0.381</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.610</td>
<td>0.391</td>
<td>0.476</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.125</td>
<td>0.071</td>
<td>0.091</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.220</td>
<td>0.600</td>
<td>0.321</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.153</td>
<td>0.524</td>
<td>0.237</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.686</td>
<td>0.318</td>
<td>0.435</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.657</td>
<td>0.460</td>
<td>0.541</td>
</tr>
</tbody>
</table>
Detailed Precision and Recall Values When Using Different Classifiers.

When discussing the results in Section 4.3, we only presented the F1-measure values. Here, we present the detailed precision and recall values that are used to compute the F1-measure values presented earlier.

**TABLE 11**
Comparison Between Different Classifiers for Design Debt

<table>
<thead>
<tr>
<th>Project</th>
<th>Maximum Entropy</th>
<th>Naive Bayes</th>
<th>Binary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 measure</td>
</tr>
<tr>
<td>Ant</td>
<td>0.554</td>
<td>0.484</td>
<td>0.517</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.788</td>
<td>0.843</td>
<td>0.814</td>
</tr>
<tr>
<td>Columba</td>
<td>0.792</td>
<td>0.484</td>
<td>0.601</td>
</tr>
<tr>
<td>EMF</td>
<td>0.574</td>
<td>0.397</td>
<td>0.470</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.877</td>
<td>0.645</td>
<td>0.744</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.779</td>
<td>0.378</td>
<td>0.509</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.646</td>
<td>0.397</td>
<td>0.492</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.808</td>
<td>0.668</td>
<td>0.731</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.798</td>
<td>0.770</td>
<td>0.783</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.544</td>
<td>0.536</td>
<td>0.540</td>
</tr>
<tr>
<td>Average</td>
<td>0.716</td>
<td>0.560</td>
<td>0.620</td>
</tr>
</tbody>
</table>

**TABLE 12**
Comparison Between Different Classifiers for Requirement Debt

<table>
<thead>
<tr>
<th>Project</th>
<th>Maximum Entropy</th>
<th>Naive Bayes</th>
<th>Binary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 measure</td>
</tr>
<tr>
<td>Ant</td>
<td>0.154</td>
<td>0.154</td>
<td>0.154</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>0.663</td>
<td>0.540</td>
<td>0.595</td>
</tr>
<tr>
<td>Columba</td>
<td>0.755</td>
<td>0.860</td>
<td>0.804</td>
</tr>
<tr>
<td>EMF</td>
<td>0.800</td>
<td>0.250</td>
<td>0.381</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0.610</td>
<td>0.391</td>
<td>0.476</td>
</tr>
<tr>
<td>JEdit</td>
<td>0.125</td>
<td>0.071</td>
<td>0.091</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>0.220</td>
<td>0.600</td>
<td>0.321</td>
</tr>
<tr>
<td>JMeter</td>
<td>0.153</td>
<td>0.524</td>
<td>0.237</td>
</tr>
<tr>
<td>JRuby</td>
<td>0.686</td>
<td>0.318</td>
<td>0.435</td>
</tr>
<tr>
<td>SQuirrel</td>
<td>0.657</td>
<td>0.460</td>
<td>0.541</td>
</tr>
<tr>
<td>Average</td>
<td>0.4823</td>
<td>0.4168</td>
<td>0.4035</td>
</tr>
</tbody>
</table>