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ABSTRACT

Software repositories have a plethora of information about software development, encompassing details such as code contributions, bug reports, code reviews, and project documentation. This rich source of data can be harnessed to enhance not only software quality and development velocity but also to gain insights into team collaboration, identify potential bottlenecks, and inform strategic decision-making throughout the software development lifecycle. Previous studies show that many stakeholders cannot benefit from the project information due to the technical knowledge and expertise required to extract the project data.

To lower the barrier to entry by automating the process of extracting and analyzing repository data, we explored the potential of using a large language model (LLM) to develop a chatbot for answering questions related to software repositories. We evaluated the chatbot on a set of 150 software repository-related questions. We found that the chatbot correctly answered one question about the repository. This result prompted us to shift our focus to investigate the challenges in adopting LLMs for the out-of-the-box development of software repository chatbots. We identified five main challenges related to retrieving data, structuring the data, and generating the answer to the user’s query. Among these challenges, the most frequent (83.3%) is the inaccurate retrieval of data to answer questions. In this paper, we share our experience and challenges in developing an LLM-based chatbot to answer software repository-related questions within the SE community. We also provide recommendations on mitigating these challenges. Our findings will serve as a foundation to drive future research aimed at enhancing LLMs for adoption in extracting useful information from software repositories, fostering advancements in natural language understanding, data retrieval, and response generation within the context of software repository-related questions and analytics.
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1 INTRODUCTION

Software repositories play a fundamental role in modern software development, containing a plethora of diverse information vital to the software development process. This includes source code, commit histories, bug reports, and documentation. The richness of data within these repositories offers a valuable opportunity for analysis, allowing for the derivation of actionable insights aimed at enhancing software quality and gaining a deeper understanding of the intricacies of software development processes [43, 19]. Researchers have extensively explored repository data to uncover various aspects of software evolution [8, 34], contribute to improvements in software quality [5, 46], establish requirement traceability [30], and analyze patterns in developer collaboration [36].

Extracting data from software repositories requires technical knowledge and expertise. For example, in a scenario where a stakeholder wants to identify the commit that caused a particular bug in a project. To achieve this, the stakeholder must first clone the code and issue repositories. Subsequently, write a script to extract and link data from these different sources to obtain the results. This process poses a significant barrier for non-technical stakeholders, including project managers and product owners [2]. Even if a stakeholder possesses the necessary skills to undertake such a task, it remains a time-consuming task. This complexity and technical nature of data extraction from repositories can impede the involvement of non-technical stakeholders in extracting valuable insights from the software development process.

Recently, there has been a significant advancement in the utilization of LLMs for various applications in software engineering [47, 13]. However, LLMs are hindered by their inability to access real-time information for knowledge-intensive tasks. Retrieval Augmented Generation (RAG) has been developed to make LLMs improve on knowledge-intensive tasks and generate factual up-to-date responses to queries [24]. RAG retrieves relevant information from an indexed data store to generate responses to queries. The RAG approach has been adopted by prior SE studies to improve code generation, code summarization and automatic program repair [50, 37, 28]. The success of the RAG approach on these SE tasks motivates us to propose an LLM-based chatbot to automate the process of extracting information from software repositories using the RAG approach. Given that software repository data is dynamic (i.e., updated frequently), using RAG ensures retrieving...
and providing the most recent updates in the repository to LLMs to generate a response based on the most recent data. Our RAG implementation of the chatbot has 5 main components namely, User interface, Document Processor, Embedder, Document Retriever and Response Generator.

We used a set of 150 repository-related questions [2] to evaluate the effectiveness of the chatbot. We find that out of the 150 questions posed to the chatbot, only one was answered correctly. Consequently, we shift our focus towards an in-depth investigation of the challenges associated with designing an LLM-based chatbot using RAG for extracting data from a software repository. To accomplish this, we conducted a manual analysis of the generated response and the output of each component to identify the challenges. This analysis serves as a crucial step in understanding the bottlenecks and refining the chatbot to enhance its efficacy in handling software repository-related queries. We believe that our findings have the potential to pave the way for future research to develop chatbots that provide non-technical stakeholders with insights derived from projects. The paper makes the following contributions:

- We share the challenges we encountered in developing the LLM chatbot. These are potential areas for improvement to make LLM more efficient in the field of SE.
- We make recommendations on possible ways to avoid or mitigate these challenges.
- We make the implementation and dataset publicly available to enhance the replication of our work.

**Paper Organization.** The paper is structured as follows: Section 2 covers our approach; Section 3 details implementation and use case; Section 4 discusses the challenges; Section 5 discusses findings; Section 6 addresses validity threats; Section 7 reviews related works; Section 8 concludes.

## 2 APPROACH

The initial goal of our study is to lower the barrier to entry for extracting useful information from software repositories by proposing an LLM-based chatbot to answer questions about software projects. Figure 1 presents the main components of our approach, namely (i) **User Interface** for user interaction with the chatbot, (ii) **Document Processor** that collects and preprocesses repository information, (iii) **Embedder**, which creates vector embeddings for the processed repository information for storage in a vector store, and vector embeddings for the user’s query for semantic similarity search, (iv) **Document Retriever** that performs a semantic similarity search to get the relevant document to answer the user’s question, and (v) **Response Generator** that generates responses from the selected documents using LLM. In this section, we describe each component in detail.

### 2.1 User Interface

To facilitate the extraction of software repository data, we introduce the User Interface (UI) component, which enables the user to interact with the chatbot through natural language. Through the UI, the user inputs the uniform resource locator (URL) of the target software repository they want to interact with and it forwards the URL to the Document Processor component (discussed next). Furthermore, the UI enables the user to pose questions to the chatbot and view the chatbot’s responses.

Figure 2 shows the UI component where a user queries the chatbot in natural language, asking about the number of commits in the target repository. After the chatbot answers the user’s query, the user asks the chatbot to return a commit information (message) from a specific date. To provide the user with the information used to generate the response, the UI includes a “view source” button that presents the output of the Document Retriever component (e.g., commit hashes and messages).

### 2.2 Document Processor

Software repositories contain rich and diverse sets of data, which can be analyzed to discover security vulnerabilities [59], extract requirements [30], and drive actionable insights about the software project [16]. After the user enters the URL through the UI component, the Document Processor retrieves metadata related to the repository (e.g., description, branches), commit (e.g., commit message, modified files) and issues (e.g., issue title, body). Then, the Document Processor component converts the content of all retrieved information into JSON format documents.

LLMs have strict token limits, meaning that they can only process a fixed number of tokens in an input or output sequence. To overcome this constraint, the Document Processor component splits the documents into chunks with a few tokens. Specifically, the Document Processor splits the retrieved metadata (e.g., commit message)
into smaller documents, called chunks, to avoid exceeding the token limit when working with LLMs. Previous work shows that a fragment size of 350 tokens demonstrated good performance when utilizing LLMs [56, 39]. Therefore, we configured the Document Processor component to split the documents into chunks of 350 token size. In addition, we included an overlap of 20 tokens in each document chunk to maintain continuity of context. In other words, the overlap ensures that the context at the end of one chunk is carried over to the beginning of the next, enhancing the model’s ability to understand and process information that spans across multiple chunks. Next, the Document Processor indexes all the documents to track them after embedding them through their index. After the Document Processor preprocesses and indexes all the collected information, it forwards the chunks to the next component (Embedder) to create vector embeddings for each chunk.

2.3 Embedder

Vector embeddings and cosine similarity methods have been extensively used in previous SE studies to identify similar questions to a query on QA platforms like Stack Overflow [54], similarity between code snippets [57, 10], and match app reviews to bug reports [15]. Embeddings are vectors within a vector space that represent entities such as words, sentences, documents, or other data. They capture the semantic meaning of these entities, encoding aspects like context and relationships with other entities. In the vector space, semantically similar vector embeddings are positioned closely together, facilitating efficient similarity search [33, 22].

The Embedder component utilizes a transformer-based embedding model to generate embeddings for all chunks. These embeddings are then stored in a vector store. It is crucial to highlight that the Embedder, employing the same embedding model, generates an embedding for the user’s query. Consequently, it streamlines an efficient search by the Document Retriever component, seeking similar embeddings within the repository information (chunks) that demonstrate high similarity with the user’s query. The next subsection details the Document Retriever component.

2.4 Document Retriever

The main goal of the Document Retriever is to search among the document embeddings stored in the Vector store that are similar to the user’s query embedding. Specifically, the Document Retriever finds document embeddings in the approximate nearest neighbours of the query embeddings and performs the semantic similarity search using the cosine similarity [32] on the document embeddings within the approximate nearest neighbourhood of the query embeddings. This is a more efficient approach compared to performing the search on the entire vector space. The Document Retriever then returns the most relevant documents to a query (documents whose cosine similarity score to the query is closer to 1). The cosine similarity metric normalizes the length of vectors [32], making it suitable for our chatbot—similarity searches between queries and documents with varying lengths. We configured the Document Retriever to return the top@4 documents similar to the user’s query. This decision ensures the most relevant information is presented to the Response Generator and also adheres to the token limitation of LLMs. The retrieved documents serve as context for the query in the Response Generator.

2.5 Response Generator

The goal of the Response Generator component is to generate a response to the user’s query based on documents retrieved by the Document Retriever. To achieve this, the Response Generator prompts the LLM to generate the response. To construct the prompt, we adhere to OpenAI’s guidelines and best practices for prompt engineering⁴ (e.g., being specific and detailed as possible about the context, outcome and format). Figure 3 presents the prompts used in our study. The prompt comprises three main parts: 1) an instruction to guide the behaviour of the LLM, 2) Context, containing the retrieved documents relevant to the user’s query, and 3) the user’s query. To prevent the LLM from hallucinating, we instructed it to respond with “I don’t know” if the answer is not evident in the given context. Once the LLM generates the answer, the Response Generator component returns it to the UI component for presentation to the user.

3 CASE STUDY

In this section, we present the software repositories and questions we use in the evaluation and explain the experimental settings used to achieve this goal.

3.1 Implementation

Before delving into performance evaluation, we describe the implementation settings of our approach to facilitate its replication on other datasets. We use Python’s LangChain version 0.0.216⁵ to implement the chatbot. Furthermore, we use GitHub’s PyDriller, a Python wrapper for the GitHub API [43], in the Document Processor component to enable the retrieval of all relevant data for answering the queries as discussed in Section 2.2, such as commits and issues. For the Embedder implementation, we leverage the embedding-ada-002 model⁶ from OpenAI to generate vector embeddings for both document chunks and user queries, storing them in the Chroma vector store⁷. Prior studies show that the embedding-ada-002 embedding model outperforms other specialized embedding models (e.g., CodeBERT) in code and natural language tasks [10]. To generate the chatbot’s responses to user queries, the Response Generator

³https://platform.openai.com/docs/models/embeddings
⁵https://python.langchain.com/docs/get_started/introduction
⁶https://platform.openai.com/docs/models/embeddings
⁷https://www.trychroma.com/

Figure 3: Prompt used in this study.
component relies on OpenAI’s GPT3.5-turbo model. For the implementation, we select the default configurations of the parameters of RAG in the LangChain framework to evaluate the RAG under default configurations and evaluate the performance an average user would encounter when deploying RAG over software repositories.

3.2 Dataset

Table 1: Statistics of Hibernate and Kafka Projects.

<table>
<thead>
<tr>
<th>Repository</th>
<th>Stars</th>
<th>Forks</th>
<th>Commits</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hibernate-ORM</td>
<td>5496</td>
<td>3316</td>
<td>16779</td>
<td>6808</td>
</tr>
<tr>
<td>Kafka</td>
<td>25481</td>
<td>12861</td>
<td>11470</td>
<td>14124</td>
</tr>
</tbody>
</table>

To determine the efficiency of using the LLM chatbot to answer software repository-related questions, we perform our experiment using Hibernate-ORM and Kafka repositories. We selected these repositories because they are popular open-source projects (more than 5,000 stars) and have a rich history (each has more than 11,000 commits and 6,000 bugs). Table 1 presents the number of stars, forks, commits and issues of each repository at the time of collection on July 30, 2023. Also, these projects have been studied by prior SE work [2, 44, 7].

For the questions that the chatbot needs to answer, we utilize the test set employed in prior work by Abdellatif et al. [2]. These questions were collected from 12 participants inquiring about software repository-related questions. In total, the participants asked 165 questions representing 10 distinct. The set contains questions that inquire about the same intent but in different syntax. For example, "Which commits fixed the bug id?" could be asked as "What are the fixing commits for the bug id?". It is important to note that we excluded 15 questions because they were either irrelevant (e.g., "What’s your name?") or ambiguous (e.g., "August 1 till August 2"). Table 2 presents the intents, their descriptions, examples, and the distribution of questions corresponding to each intent used in our evaluation. From the table, it is observed that the intents have a similar distribution of questions. These intents encompass questions related to the code repository (e.g., "give me all the commits for NetworkClientUtils file" from the File Commits intent), issues (e.g., "which files introduced most bugs" from the Buggy Files intent), or a combination of both code and issues (e.g., "Determine the buggy commits that happened on Dec 19, 2017" from the Buggy Fix Commit intent), covering various aspects of software-related questions in our evaluation.

3.3 Evaluation

To evaluate the chatbot’s capability to correctly answer software repository questions discussed in Section 3.2, we pose all 150 questions to the chatbot and record the output of the Document Retriever component. Then, we manually check the generated response of each question to determine if it has been answered correctly or not based on the oracle. The response is classified as correct if it matches the oracle and incorrect if the response deviates from the oracle or is "I don’t know" as stated in the prompt. The evaluation is based on the end-to-end performance of the chatbot, thus if the answer to the query is not contained in the documents retrieved by the document retriever, it is also labelled as incorrect. In cases where the chatbot answers incorrectly, we manually examine the outputs of each component to identify the reason for returning an incorrect answer.

To identify the challenges, we adopted open card sorting and multiple validation steps as used by prior work [4]. Specifically, the first author applied open card sorting to extract themes from the responses with the retrieved documents for all 150 questions. The themes represent the challenges faced by the chatbot. To ensure the robustness of these themes and reduce bias, the second author independently reviewed these themes. In cases where there was a disagreement, both annotators discuss the cases to reach an agreement. Finally, we discuss the findings with the third author to eliminate bias from the annotators. It is important to note that this analysis aims to broaden our comprehension of the challenges facing practitioners when using LLM over software repositories, rather than seeking an absolute truth about the most accurate themes in our data.

4 CHALLENGES

The results show that the LLM-based chatbot correctly answered one question ("return a commit message on July 20"). In this section, we shed light on the challenges that hinder the chatbot from answering repository-related questions. We find challenges related to data retrieval, data structuring, and response generation. Table 3 presents the challenges, their definitions, and the percentage of occurrence of each challenge in the evaluated questions. It is important to note that there are instances where we identify multiple challenges in a single question. In the following subsections, we detail each of the challenges.

4.1 Challenges Relating to Data Retrieval

Retrieving correct and relevant data is crucial for the chatbot’s accuracy. In other words, if the retrieved documents are incorrect or do not include the necessary information to answer the user’s query, the chatbot’s final response would also be incorrect. Thus, it negatively impacts the user satisfaction with the chatbot. We identified two challenges related to data retrieval:

**Challenge 1.** Out-of-the-box embedding models are not always accurate in tasks related to repository information retrieval.

The Document Retriever component returns inaccurate documents for 83.3% of the queries. Upon closer examination, we find two main reasons behind this observation. First, the Document Retriever component returns documents that do not capture the unique identifier specified in the query. For example, when the question "commit(s) that fixed the bug ticket KAFKA-7354?" is asked, the Document Retriever component returns documents related to a different bug, "KAFKA-5716", leading the Response Generator to respond with "I don’t know". The Document Retriever component uses an embedding model, not specifically trained for repository information retrieval, which might not distinguish the importance of repository entities (bug ID or commit hash) from other words in
### Table 2: Intents used in the evaluation adopted from [1].

<table>
<thead>
<tr>
<th>Intent</th>
<th>Definition</th>
<th>Example Question</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buggy Commit</td>
<td>Identify the bugs introduced by specific commits.</td>
<td>Which are the bugs introduced by commit Commit Hash?</td>
<td>11 (7.3%)</td>
</tr>
<tr>
<td>Buggy Commits By Date</td>
<td>List the buggy commit(s) within a specific timeframe.</td>
<td>What is the percentage of bug fixing commits that introduced bugs in/on Date?</td>
<td>12 (8.0%)</td>
</tr>
<tr>
<td>Buggy Files</td>
<td>Identify the most buggy files to refactor.</td>
<td>Which are the most bug-introducing files?</td>
<td>12 (8.0%)</td>
</tr>
<tr>
<td>Fix Commit</td>
<td>Identify the commit(s) that fix a specific bug.</td>
<td>Which commits fixed the bug id?</td>
<td>17 (11.3%)</td>
</tr>
<tr>
<td>Buggy Fix Commits</td>
<td>Identify the commits that fixed a bug but also introduced a new bug on a specific date.</td>
<td>What are the buggy/fixing commits that happened in/on Date?</td>
<td>16 (10.7%)</td>
</tr>
<tr>
<td>Count Commits By Dates</td>
<td>Identify the number of commits within a specific period.</td>
<td>What is the number of commits in/on Date?</td>
<td>29 (19.3%)</td>
</tr>
<tr>
<td>Experienced Dev Fix Bugs</td>
<td>Identify the developer(s) who have experience fixing bugs related to a specific file.</td>
<td>Which developer(s) fixes the most bugs related to File Name?</td>
<td>14 (9.3%)</td>
</tr>
<tr>
<td>Overloaded Dev</td>
<td>Identify the developer(s) with the highest number of unresolved bugs.</td>
<td>Which developer(s) have the most unfixed bugs?</td>
<td>13 (8.7%)</td>
</tr>
<tr>
<td>File Commits</td>
<td>Examine the details about the changes that occurred on a specific file.</td>
<td>What is/are the latest commit(s) to File Name?</td>
<td>15 (10.0%)</td>
</tr>
<tr>
<td>Commits By Date</td>
<td>Identify the commit information on a specific date.</td>
<td>What commits were submitted on Date?</td>
<td>11 (7.3%)</td>
</tr>
</tbody>
</table>

the context when assigning values to capture semantic meaning. Thus, the embedding model does not capture the contextual relevance of the key details like the Bug ID. In our example (commit(s) that fixed the bug ticket KAFKA-75547), the model appears to assign higher values to terms like "commit" which had more occurrence in the document pertaining to "KAFKA-5716" than the document pertaining to "KAFKA-7354". This led to a higher cosine similarity score for the document pertaining to KAFKA-5716, despite the query’s explicit reference to KAFKA-7354. This makes the Document Retriever component return the information of KAFKA-5716.

Also, the SE domain is a specialized domain with specific terminologies used in a unique manner. For instance, in the SE domain, the term "bug" refers to an error in the code that requires fixing, whereas in other domains, it denotes an insect. The second challenge is related to using out-of-the-box models to embed SE terminologies. To assess the Document Retriever’s capability in returning the same or similar relevant documents for semantically similar questions with different SE terms, we randomly selected five questions and changed terms such as "bugs" to "issues" and "changes" to "commits". We then analyzed the documents returned in each case. We observed that the Document Retriever treats these terms as distinct words, failing to recognize their semantic equivalence in the SE context. For instance, the queries "which commit(s) fixed the bug ticket HHH-11965" and "which commit(s) fixed the issue ticket HHH-11965" are similar. However, the Document Retriever returns different documents for each question. Specifically, for the query with "bug", the Document retriever returned only commit information, while for the query with "issue", the Document retriever returned both commit and issue information.

Although there are existing word embedding models fine-tuned on Stack Overflow and data from GitHub like commit messages and issue body [11, 49], there is the need for evaluating their potential in embedding creation since their evaluation has focused mainly in masked language model (MLM) tasks where masked tokens are predicted. Furthermore, there is a need for more approaches that prioritize and understand the synonyms of SE key terms.

**Mitigating Strategy.** Fine-tuning LLMs with techniques like few-shot tuning for specific domain tasks has been shown to improve the accuracy of models like flanT5 [31]. As a solution, we recommend exploring the potential of fine-tuning the LLM/foundation model (FM) for domain-specific tasks. In the case of this challenge, an FM could be fine-tuned for sentence embedding specific to the task of software repository information retrieval.

**Challenge II.** The constraint on the number of tokens of LLMs does not permit to provide complete data for response generation.

LLMs adhere to a strict token limit; for example, the BART model has a token limit of 1024 [23]. Due to this constraint, we configured the Document Retriever component to return the top@4 documents with the highest similarity score to a user’s query, as discussed in Section 2.4. This limitation hampers the Document Retriever component from providing the response generation component with all the documents required to generate the answer. Specifically, the Document Retriever component returns incomplete data for response generation in 49.3% of queries. The questions that require analyzing more data are particularly prone to this challenge, as they often require fetching a substantial amount of data to provide answers. For instance, in the question “Who fixed the most bugs in HibernateEntityManager.java?”, the Document Retriever component needs to retrieve all fixed bug information in the Hibernate project related to HibernateEntityManager.java. Then, provide
Table 3: The identified challenges and their definitions.

<table>
<thead>
<tr>
<th>Category</th>
<th>Challenge</th>
<th>Definition</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Retrieval</td>
<td>Out-of-the-box embedding models are not always accurate in tasks related to repository information retrieval</td>
<td>This challenge describes the ability of the embedding model to create embeddings that efficiently capture the semantics of SE data.</td>
<td>83.3%</td>
</tr>
<tr>
<td>Data Structuring</td>
<td>The constraint on the number of tokens of LLMs does not permit to provide complete data for response generation</td>
<td>The challenge is about retrieving limited data for a data-intensive query like the analytical questions due to LLM token limitation.</td>
<td>49.3%</td>
</tr>
<tr>
<td>Data Structuring</td>
<td>Chunking artefacts into smaller sizes to fit LLM token constraints leads to loss of information and relationship.</td>
<td>This challenge involves preserving contextual information and relationships when dividing documents into smaller token chunks to fit LLM token constraints.</td>
<td>24.0%</td>
</tr>
<tr>
<td>Data Structuring</td>
<td>The ambiguity and lack of clarity in the repository data affect the chatbot’s response</td>
<td>The challenge is about the LLM’s inability to comprehend information because of the ambiguity and lack of clarity in the data.</td>
<td>18.0%</td>
</tr>
<tr>
<td>Response Generation</td>
<td>The chatbot occasionally responds incorrectly despite retrieving correct contextual information</td>
<td>The challenge is about the chatbot’s inability to accurately answer questions based on the contextual documents provided.</td>
<td>17.3%</td>
</tr>
</tbody>
</table>

The retrieved information to the Response Generator component to generate an accurate answer. This process involves returning all commits that fixed a bug in HibernateEntityManager.java, along with the authors, for the Response Generator to analyze and formulate a response. However, passing all this information to the Response Generator may lead to a token constraint error. On the other hand, returning limited information may not be sufficient for the Response Generator to generate an accurate response. We believe this challenge goes beyond the SE community, and practitioners who leverage LLM to perform analytical tasks that require a vast amount of data will encounter this challenge.

Mitigating Strategy. A solution will be to implement progressive prompting [25]. When the Response Generator receives a query which requires the analysis of a large amount of data, the Document Retriever can make this data available on demand. Specifically, when the Response Generator receives such questions and the data passed to it appears incomplete, it can request the Document Retriever to request additional data.

4.2 Challenges Relating to Data Structuring

The structured nature of software repository data is fundamental to understanding the development process. Some questions in our dataset require triangulation of diverse data sources, such as commits and bug information, to answer the user’s query (e.g., which bugs were introduced as a result of commit hash). However, triangulating these data posed a challenge to the Document Retriever.

Challenge III. Chunking artefacts into smaller sizes to fit LLM token constraints leads to loss of information and relationship.

We reiterate that we divided the repository data into smaller chunks of 350 tokens to address the token constraints of the LLMs, as discussed in Section 2.2. In contrast to challenge II, where the top@4 documents passed to the Response Generator may be incomplete, this challenge pertains to chunking the same document (e.g., metadata from a single commit) to keep within the token limit. The challenge with this process is the disconnection of related information. For example, consider the chunking of data from a specific commit, where, the commit hash and author details are in one chunk, and information about the files modified in the commit in another chunk. The lack of a direct link between the author’s details and the modified files is a challenge. When the Document Retriever extracts the author’s information from one chunk, it struggles to associate this data with the corresponding modified file in another chunk. This issue resulted in the loss of contextual information in the documents retrieved, impacting the generation of responses for 24.0% of the questions posed to the chatbot. Recent works present methods to overcome this challenge of linking data in segments [53, 52]. Nevertheless, further investigation is required by the SE community to validate those approaches in the domain.

Mitigating Strategy. The goal of the document chunking is to address the token limit constraints of LLMs. As mentioned earlier, Li et al. [25] proposed progressive prompting to solve this issue. Also, an issue with the document chunking was maintaining the continuity of context. We recommend context carryover to resolve reference to previous chunks [53]. Specifically, design the chunks such that each chunk will have a summary of the previous chunk.

Challenge IV. The ambiguity and lack of clarity in the repository data affect the chatbot’s response.

In evaluating our chatbot, we find that the Document Retriever fails to process the information in the repository data. The main reason for this challenge is the ambiguity in the repository information such as the commit message. For example, in the query “which commit(s) fixed the bug ticket HHH-11965?”, the Document Retriever failed to return documents containing commits referencing the specified bug ID (“HHH-11965”). Although there is a commit that fixes the mentioned issue, the commit message (“HHH-11965 - Added test case”) does not reference it as fixing a bug. This makes
the Document Retriever not recognize it as a fixing commit for the issue.

Mitigating Strategy. We recommend practitioners preprocess the data and explicitly link the documents together. For example, use the SZZ [42] to link the bugs with their fixing commits and explicitly provide the LLM with the links to generate a response. Furthermore, provide the LLM with more contextual data in the prompt to extrapolate the context and answer the user’s query. For instance, adding the diff of changes will assist the LLM to know the type of changes being made (e.g., fixing bugs or refactoring code).

4.3 Challenges Relating to Response Generation

Retrieving accurate data to pass to the response generator is fundamental to the success of the chatbot. This is because it ensures that the chatbot can provide factual and reliable responses to user queries, contributing to a positive user experience. However, generating accurate responses based on the provided context is equally essential. The outputs of the Response Generator revealed a challenge, highlighting an area of improvement.

**Challenge V.** The chatbot occasionally responds incorrectly despite retrieving correct contextual information.

Our manual analysis shows that the Response Generator component generates incorrect answers for 17.3% of the posed questions, even though the Document Retriever component passed the correct context to the Response Generator component. For example, in the question “changes on JobBatch”, the Document Retriever correctly extracted documents that included the modification of the JobBatch.java file, which was provided to the Response Generator as context. However, the Response Generator replied with “There is no information provided about any changes specifically made to the JobBatch”. Another example is “How many commits do we have?”, where the Response Generator returns “There are a total of 12 commits”. Although there were five commit hashes in the documents passed as context to the Response Generator, it failed to aggregate the commits from the provided contextual information. We believe that this issue is distinct from hallucination because it involves the Response Generator producing inaccurate or misleading answers without fabricating information. Unlike hallucination, where the model might generate responses based on non-existent details, in this context, the Response Generator has access to the details provided as a part of the prompt, as discussed in Section 2.5. This issue highlights that, although the LLM is a state-of-the-art technology, it may not be perfect. The LLM appears to struggle to comprehend the information it was given to deduce the answer to questions, leading the chatbot to respond incorrectly. Further investigations by the research community are required to identify the underlying reasons for this issue. A potential area is to explore the impact of using different prompting strategies (e.g., chain of thoughts, few-shot learners) on the LLM’s generated output.

Mitigating Strategy. LLMs are known to be good few-shot learners [21]. Adapting the approach of Zhang et al. [58], we recommend storing questions which are answered correctly and using these stored questions with their context and answers as learning examples for the LLM. When a user provides a new query, an example with the same intent as the user’s query will be retrieved and used as a learning example for the LLM. That way, the LLM learns what information to extract from the context to answer correctly.

Also, another solution will be to fine-tune the LLM on software repository data. However, fine-tuning LLMs is an expensive process considering the number of trainable parameters. Nonetheless, there are parameter-efficient fine-tuning (PEFT) techniques like Low-Rank Adaption (LoRA) [17], which have been proposed to make the fine-tuning process less expensive.

5 DISCUSSION

LLMs are revolutionizing various areas in the SE domain such as automated program repairs [20] and code review [27, 48]. However, its utilization in analyzing software repository data has not become mainstream [12]. In this study, we use an LLM-based chatbot to extract and analyze repository information. Our findings suggest that practitioners and researchers should make careful considerations when adopting out-of-the-box transformer models and LLMs for analyzing repository data.

Adopting LLMs to automate analyzing and drawing insights from software repository data will be beneficial, but it also poses several challenges. Our findings show that transformer-based embedding models and LLMs used out-of-the-box struggle with the terminologies found in the SE domain. The standard training of LLMs and transformer-based embedding models on a general corpus does not cover the distinct semantics of words in SE. Furthermore, our results show that these models often miss the semantic meaning of these SE terms in a context. This calls for additional effort into making embedding models and LLMs more accurate for SE tasks by fine-tuning with SE-specific datasets or researching novel ways for their adoption.

Moreover, the ambiguity in repository data poses a significant challenge. For example, commit messages may sometimes be vague even to humans, lacking the informative details required for LLMs to make accurate associations with other information in the repository. This might lead to inaccurate responses, akin to challenges IV as presented in Section 4.2. This opens up a future avenue for research, where the chatbot can ask for further clarifications (using the retrieved data) from the user to help resolve the ambiguity.

In our study, we created a token overlap for the continuity of context, which has proven to be efficient for the application of LLMs in other domains [6]. However, it was inefficient when applied to software repositories. Our results indicate that applying LLMs to analyze repository data demands a distinctive approach, particularly due to the unique characteristics of software repositories. The complexities within code, diverse project structures, and the intricacies of version control systems (e.g., commit, PRs, issues) underscore the necessity for specialized strategies in effectively harnessing LLMs for comprehensive understanding.

The potential for applying LLMs in analyzing repository data is promising, with prospects of evolving the current manual ways of mining and analyzing repository data into an efficient, automated workflow. However, there are challenges that have been highlighted in this study that need to be addressed. Addressing these challenges will ensure that LLMs will not only comprehend the source code of repositories but will understand and analyze the
associated metadata of the repository that tells a story about the development process.

6 THREATS TO VALIDITY
In this section, we discuss the threats to our study’s construct, internal, and external validity.

Construct Validity. A threat to construct validity in our study arises from instructing the LLM to respond with "I don’t know" when it is unsure of the answer. LLMs sometimes hallucinate and we make the assumption that instructing the LLM to respond "I don’t know" mitigates the risk of hallucinations. Nonetheless, the adopted RAG approach also reduces hallucinations [41].

Internal Validity. An internal threat to the validity of our study is the quality of the software repository data that our chatbot utilized. If the data collected is incomplete, it could lead to the chatbot giving an incorrect or partial answer. To eliminate this threat, we manually inspected the repository metadata to ensure that all the answers to the queries were present.

In our study, we examined the output of the Document Retriever and the Response Generator for each query to identify the issues that lead the chatbot to respond incorrectly. A threat to validity is the personal bias of the annotators during this process. To ensure that the bias was eliminated, the annotators discussed the issues identified for the questions to reach a consensus on the challenge present for the question.

External Validity. Threats to external validity concern the generalization of our findings. In the evaluation of our chatbot, we adopted the settings of Abdellatif et al. [2], meaning we evaluated the chatbot on two repositories, Hibernate-ORM and Kafka. A threat from this decision means our results and findings might not generalize to other software repositories. However, the Hibernate-ORM and Kafka are used by prior SE work and they are relatively large software repositories which makes it ideal for evaluating our chatbot rather than selecting relatively small repositories with fewer commits and bugs.

Also, we used the default parameters of the RAG implementation in the LangChain framework and selected chunk size and overlap based on prior studies. Although these values are selected based on prior studies, different configurations could potentially lead to different results, affecting the overall generalizability of our results. Our ability to experiment with different chunks and overlap sizes was constrained by the costs involved in running the experiments, thus limiting the generalizability of our results. Another threat to external validity is that we used OpenAI’s ada-text-embedding and gpt-3.5-turbo models in this study. This means our findings might not generalize when utilizing other embedding models and large language models.

7 RELATED WORKS
In this section, we present the studies related to chatbots in the SE domain and discuss the work that leverages LLMs in the SE domain.

Software Engineering Chatbots. Chatbots have become popular in software engineering with a dedicated workshop on it [40]. Chatbots have been proposed to automate different software engineering tasks to enhance developers’ and other stakeholders’ experience.

For instance, Abdellatif et al. [2] addresses the challenge of extracting repository information by implementing MSRBot. MSRBot simplified the process of extracting relevant information from software repositories by allowing the user to input a question/task in a natural language. Their findings indicated that most participants found MSRBot useful, completing tasks faster and more accurately compared to manual methods. Also, Xu et al. [54] implemented Answerbot, a chatbot which focuses on summarizing multi-answer posts from technical Q&A sites like Stack Overflow. AnswerBot effectively retrieves and summarizes relevant answers for developers, as validated by user studies. Again, Dominic et al. [9] implemented a chatbot to assist newcomers in contributing to open-source projects by recommending suitable projects and resources to them. Okanović et al. [35] introduces PerformoBot, a chatbot designed to guide developers in configuring and executing load tests, with positive feedback from users, particularly those less familiar with performance engineering. Yu et al. [55] introduces CodeMaster, an approach that employs CodeTS, for answering code questions. CodeMaster is described as state-of-the-art with its performance on the CodeQA benchmark by answering questions like What is the length of array X in a code sample. On the quality assurance of chatbots, López-Morales et al. [29] presents AsyMob, a platform enabling chatbot quality measurement across different technologies, aiding in detecting quality issues in chatbots.

These studies show the diverse applications of chatbots in software engineering. The closest of these chatbots to our work is MSRBot [2]. However, the MSRBot supports a limited number of questions. Specifically, MSRBot only supports questions within their defined intents and questions that do not represent these intents are not supported. Nonetheless, the ability of LLMs to understand a variety of questions in a zero, one or few-shot setting has been demonstrated in a multiple choice question answering scenario [38]. With this, we project that using LLMs, we will be able to support a variety of questions compared to MSRBot [2].

LLMs in Software Engineering. Prior studies on using LLMs for software engineering tasks mainly focus on program repairs [13, 20], code generation [18, 47, 51], code reviews [26, 27, 48] and code summarization [3, 14, 45]. Fan et al. [13] studied the potential of Automated Program Repair (APR) techniques in rectifying errors in Codex-generated code for LeetCode contests. They highlight Codex’s better performance over tools like TBar and Recoder. They recommend enhancing APR tools to overcome constraints in patch space since LLMs can generate more fixed patterns when trained on larger datasets. Kang et al. [20] proposed LIBRO, a framework that leverages LLMs to generate tests from bug reports with success in the Defects4J benchmark. Wang et al. [51] proposed “CodeTS”, an encoder-decoder LLM that supports a variety of downstream code tasks like natural language to code generation tasks, surpassing models like OpenAI’s code-cushman-001. Jain et al. [18] developed “Jigsaw”, a tool focusing on enhancing LLMs’ semantic understanding of code. Tian et al. [47] evaluated ChatGPT as a programming assistant by assessing its capabilities in code generation, program repair and code summarization. Tufano et al. [48] fine-tuned a T5 model to automate code reviews. The fine-tuned T5 model was used to automate code-to-code tasks, code and comment-to-code tasks and code-to-comment tasks. Li et al. [26] introduced AUGER, a tool using the T5 model to automate code reviews. It achieves a 37.38%
improvement in ROUGE-L. Similarly, Li et al. [27] proposed CodeReviewer, a pre-trained model tailored for code review. On code summarization, Geng et al. [14] discussed LLMs’ potential to generate diverse code comments, surpassing traditional supervised learning approaches. Ahmed and Devanbu [3] evaluated GPT Codex on code summarization on project-specific data using few-shot learning. Also, Sun et al. [45] compared ChatGPT’s performance against leading code summarization models like CodeBert and CodeT5. Their findings show that ChatGPT code summarisation performance is worse compared to the other models.

To the best of our knowledge, this is the first study employing LLMs to analyze software repository data beyond source code. We believe that our work paves the way for future research, exploring the use of LLMs in software repositories to provide technical insights from projects to non-technical stakeholders, akin to interacting with a chatbot.

8 CONCLUSION

Software repositories contain a vast amount of valuable data with the potential to enhance software projects. However, not all project stakeholders possess the technical expertise and time required to extract such data from repositories [2]. In this paper, we aim to explore the effectiveness of a chatbot powered by an LLM in answering questions related to software repositories. Therefore, we build a chatbot using the RAG approach to answer software repository-related questions. We evaluated the chatbot using a curated set of 150 questions. Our evaluation revealed that the chatbot accurately answers only one question, providing inaccurate answers for the remaining queries. These results highlight the limitations of deploying LLMs out-of-the-box for software engineering tasks. To delve deeper into the challenges associated with utilizing an LLM-powered chatbot for answering software repository questions, we manually examine the results. We identified five challenges related to retrieving data, structuring the data, and generating responses to user queries. The most recurring challenge pertains to using the embedding model out-of-the-box which affected the accurate retrieval of information to serve as context for the LLM. Additionally, the data chunking process impacted the chatbot’s performance, and in some instances, we identified issues with the LLM’s ability to answer questions based on the information provided as context. These findings underscore the complexities involved in implementing LLMs for specific software engineering tasks and point to the need for tailored solutions to enhance their performance in the context of software repositories.

We believe that our study provides valuable lessons for the community. Our findings will serve as a cautionary insight, informing practitioners to exercise caution when adopting LLMs for tasks involving SE-specific terminologies. The challenges observed in our study underscore the importance of understanding the context-specific nature of SE language when integrating LLMs into such applications. For researchers, our findings present an opportunity to open future research avenues in investigating ways to enhance the performance of LLMs for SE-specific tasks, particularly in the context of answering repository-related questions. Addressing the challenges identified in our study could lead to the development of more effective and specialized chatbots tailored to the specific needs of software engineering tasks. In future work, we will focus on evaluating the impact of different parameters on the results. Specifically, we will evaluate the impact of different chunk sizes and overlaps on the results.
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